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A. We show that Talagrand’s transport inequality is equivalent to a re-
stricted logarithmic Sobolev inequality. This result clarifies the links between
these two important functional inequalities. As an application, we give the first
proof of the fact that Talagrand’s inequality is stable under bounded perturba-
tions.

1. I

Talagrand’s transport inequality and the logarithmic Sobolev inequality are known
to share important features: they both hold for the Gaussianmeasure in any dimen-
sion, they enjoy the tensorization property and they imply Gaussian concentration
results. We refer to [30, 18, 1, 15] for surveys about these notions. Otto and Vil-
lani [25] proved that the logarithmic Sobolev inequality implies, in full generality,
Talagrand’s transport inequality (see also [5]) and under acurvature condition, that
the converse also holds (see also [14]). However, since the work by Cattiaux and
Guillin [8], it is known that the two inequalities are not equivalent, in general.

In this paper, we prove that Talagrand’s transport inequality is actually equiv-
alent to some restricted form of the logarithmic Sobolev inequality. Our strategy
easily generalizes to other transport inequalities. As a byproduct we obtain an ele-
mentary and direct proof of the fact that transport inequalities can be perturbed by
bounded functions.

In order to present our main results, we need some definitionsand notation.

1.1. Definitions and notation. In all what follows,c : Rk → R+ is a differentiable
function such thatc(0) = ∇c(0) = 0. Letµ andν be two probability measures on
R

k; theoptimal transport costbetweenν andµ (with respect to the cost functionc)
is defined by

Tc(ν, µ) := inf
π

{"
c(x− y) dπ(x, y)

}
,

where the infimum is taken over all the probability measuresπ on Rk × Rk with
marginalsν andµ. Optimal transport costs are used in a wide class of problems,
in statistics, probability and PDE theory, see [30]. Here weshall focus on the
following transport inequality.
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Definition 1.1 (Transportation-cost inequalityTc(C)). A probability measureµ on
R

k satisfiesTc(C), with C> 0, if

(Tc(C)) Tc(ν, µ) ≤ CH(ν|µ), ∀ν ∈ P(Rk),

where

H(ν|µ) =
{ ∫

log dν
dµ dν if ν ≪ µ

+∞ otherwise

is the relative entropy ofν with respect toµ andP(Rk) is the set of all probability
measures onRk.

The inequalityTc(C) implies concentration results as shown by Marton [20],
see also [6], [18], and [15] for a full introduction to this notion.

The quadratic costc(x) = |x|2/2 (where| · | stands for the Euclidean norm) plays
a special role. In this case, we writeT2(C) and say that Talagrand’s transport, or
the quadratic transport, inequality is satisfied. Talagrand proved in [29], among
other results, that the standard Gaussian measure satisfiesT2(1) in all dimensions.
In turn, InequalityT2(C) implies dimension free Gaussian concentration results.
Recently, the first author showed that the converse is also true, namely that a di-
mension free Gaussian concentration result impliesT2(C) [14].

Now, we introduce the notion of restricted logarithmic Sobolev inequalities. To
that purpose, we need first to defineK-semi-convex functions.

Definition 1.2 (K-semi-convex function). A function f : Rk → R is K-semi-convex
(K ∈ R) for the cost function c if for allλ ∈ [0, 1], and all x, y ∈ Rk

(1.3) f (λx+(1−λ)y) ≤ λ f (x)+(1−λ) f (y)+λKc((1−λ)(y−x))+(1−λ)Kc(λ(y−x)).

As shown in Proposition 5.1 below, for differentiable functions, (1.3) is equiva-
lent to the condition

f (y) ≥ f (x) + ∇ f (x) · (y− x) − Kc(y− x), ∀x, y ∈ Rk.

The reader might see the semi-convexity as an answer to the question: how far is
the function f from being convex? The quadratic casec(x) = 1

2 |x|
2 is particularly

enlightening since a functionf is K-semi-convex if and only ifx 7→ f (x) + K
2 |x|

2

is convex. Note that the semi-convexity can be related to thenotion of convexity-
defect, seee.g. [3] and references therein where it is largely discussed andused.
Note also that our definition differs from others, such as [30][Definition 10.10] or
[10][Lemma 3 in Chapter 3, page 130].

Dealing only with semi-convex functions leads to the following definition.

Definition 1.4 (Restricted (modified) logarithmic Sobolev inequality). A proba-
bility measureµ on Rk verifiesthe restricted logarithmic Sobolev inequalitywith
constant C> 0, in short rLSI (C), if for all 0 ≤ K < 1

C and all K-semi-convex
f : Rk→ R,

(rLSI (C)) Entµ
(
ef

)
≤

2C

(1− KC)2

∫
|∇ f |2ef dµ,
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whereEntµ(g) :=
∫

g logg dµ −
∫

g dµ log
∫

g dµ. More generally, a probability
measureµ on Rk verifies therestricted modified logarithmic Sobolev inequality
with constant C> 0 for the cost c, in shortrMLSI (c,C), if for all K ≥ 0, η > 0
with η + K < 1/C and all K-semi-convex f: Rk→ R for the cost c,

(rMLSI (c,C)) Entµ
(
ef

)
≤ η

1−C(η + K)

∫
c∗

(
∇ f
η

)
ef dµ,

where c∗(u) := suph∈Rk {u · h− c(h)} and u· h is the usual scalar product inRk.

Note thatrMLSI (c,C) reduces torLSI (C) for c(x) = c∗(x) = 1
2 |x|

2, optimizing
overη.

Without the restriction on the set ofK-semi-convex functions, the first inequal-
ity corresponds to the usual logarithmic Sobolev inequality introduced by Gross
[16] (see also [27]). For the second one (without the restriction) we recognize the
modified logarithmic Sobolev inequalities introduced firstby Bobkov and Ledoux
[7], with c∗(t) = 2|t|2/(1−γ) for |t| ≤ γ andc∗(t) = +∞ otherwise,t ∈ R, in order to
recover the celebrated result by Talagrand [28] on the concentration phenomenon
for products of exponential measures. Gentil, Guillin and Miclo [11] established
modified logarithmic Sobolev inequalities for products of the probability measures
dνp(t) = e−|t|

p
/Zp, t ∈ R and p ∈ (1, 2), with c∗(t) that compares to max(t2, |t|q)

whereq = p/(p − 1) ∈ (2,∞) is the dual exponent ofp. In a subsequent paper
[12] they generalized their results to a large class of measures with tails between
exponential and Gaussian (see also [4] and [13]). In [11] theauthors also prove
that the modified logarithmic Sobolev inequality (without the restriction, and with
c∗(t) that compares to max(t2, |t|q)) implies the corresponding transport inequality
Tc(C).

Our results below show that the functional inequalitiesrMLSI (c, · ) andTc( · )
are equivalent (up to universal factors in the constants). To give a more com-
plete description of this equivalence, let us consider yet another type of logarithmic
Sobolev inequalities that we call inf-convolution logarithmic Sobolev inequality.

Definition 1.5 (Inf-convolution logarithmic Sobolev inequality). A probability mea-
sureµ onRk verifiesthe inf-convolution logarithmic Sobolev inequalitywith con-
stant C> 0, in shortICLSI (c,C), if for all λ ∈ (0, 1/C) and all f : Rk → R,

(ICLSI (c,C)) Entµ(e
f ) ≤ 1

1− λC

∫ (
f − Qλ f

)
ef dµ,

where Qλ f : Rk → R denotes the infimum-convolution of f :

Qλ f (x) = inf
y∈Rk
{ f (y) + λc(x− y)} .

1.2. Main results. Our first main result is the following.

Theorem 1.6. Let α : R → R+ be a convex symmetric function of class C1 such
thatα(0) = α′(0) = 0, α′ is concave onR+. Define c(x) =

∑k
i=1α(xi) and letµ be

a probability measure onRk. The following propositions are equivalent:

(1) There exists C1 > 0 such thatµ verifies the inequalityTc(C1).
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(2) There exists C2 > 0 such thatµ verifies the inequalityICLSI (c,C2).
(3) There exists C3 > 0 such thatµ verifies the inequalityrMLSI (c,C3).

The constants C1, C2 and C3 are related in the following way:

(1)⇒ (2)⇒ (3) with C1 = C2 = C3

(3)⇒ (1) with C1 = 8C3.

The typical example of functionα satisfying the setting of Theorem 1.6 is a
smooth version ofα(x) = min(x2, xp), with p ∈ [1, 2].

The first part (1)⇒ (2) ⇒ (3) actually holds in a more general setting (see
Theorem 2.1), it is proven in Section 2. Moreover the inequality ICLSI (c,C) has
a meaning even ifRk is replaced by an abstract metric spaceX. The proof of the
second part (3)⇒ (1) is given in Section 3. It uses the Hamilton-Jacobi approach
of [5] based on explicit computations on the sup-convolution semi-group (Hopf-
Lax formula). An alternative proof of (3)⇒ (1), with a worst constant, is given in
the subsequent Section 4 in the particular case of the quadratic costc(x) = |x|2/2.
We believe that such an approach may lead to further developments in the future
and so that it is worth mentioning it.

In order to keep the arguments as clean as possible and to go straight to the
proofs, we decided to collect most of results on semi-convexfunctions, and most
of the technical lemmas, in an independent section (Section5).

Finally, we present some extensions and comments in Section6. We first give
an extension of our main Theorem 2.1 to Riemannian manifoldsverifying a certain
curvature condition (see Theorem 6.11). Then, in Section 6.2, we show that other
types of logarithmic Sobolev inequalities can be derived from transport inequalities
(see Theorem 6.13). The last Section 6.3 is a discussion on the links between
Poincaré inequality and (restricted) modified logarithmic Sobolev inequality.

Let us end this introduction with an important application of Theorem 1.6. It
is well known that many functional inequalities of Sobolev type are stable under
bounded perturbations. The first perturbation property of this type was established
by Holley and Stroock in [17] for the logarithmic Sobolev inequality:

Theorem 1.7(Holley-Stroock). Letµ be a probability measure verifying the loga-
rithmic Sobolev inequality with a constant C> 0 (LSI (C) for short):

Entµ( f 2) ≤ C
∫
|∇ f |2 dµ, ∀ f .

Let ϕ be a bounded function; then the probability measure dµ̃ = 1
Zeϕ dµ verifies

LSI with the constant̃C = eOsc(ϕ)C, where the oscillation ofϕ is defined by

Osc(ϕ) = supϕ − inf ϕ.

A longstanding open question was to establish such a property for transport
inequalities. We have even learned from C. Villani that thisquestion was one of the
initial motivations behind the celebrated work [25]. The representation furnished
by Theorem 1.6 is the key that enables us to give the first bounded perturbation
property for transport inequalities. The following corollary is our second main
result.
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Corollary 1.8. Letα be a convex symmetric function of class C1 such thatα(0) =
α′(0) = 0, α′ is concave onR+. Let c(x) =

∑k
i=1α(xi) and µ be a probability

measure onRk. Assume thatµ verifiesTc(C). Let ϕ : Rk → R be bounded and
define d̃µ(x) = 1

Zeϕ(x) dµ(x), where Z is the normalization constant. Thenµ̃ verifies

Tc

(
8CeOsc(ϕ)

)
whereOsc(ϕ) = supϕ − inf ϕ.

Proof. The proof below is a straightforward adaptation of the original proof of
Theorem 1.7. Using the following representation of the entropy

Entµ (g) = inf
t>0

{∫ (
g log

(g
t

)
− g+ t

)
dµ

}

with g = ef , we see that (sinceg log
(

g
t

)
− g+ t ≥ 0)

Entµ̃ (g) ≤
esupϕ

Z
Entµ (g) .

From the first part of Theorem 1.6 it follows that for allK ≥ 0, η > 0, with
η + K < 1/C and allK-semi-convex functionsf for the costc,

Entµ̃
(
ef

)
≤

esupϕ

Z
η

1−C(η + K)

∫
c∗

(
∇ f
η

)
ef dµ

≤
ηeOsc(ϕ)

1−C(η + K)

∫
c∗

(
∇ f
η

)
ef dµ̃.

Let u = eOsc(ϕ) andcu(x) := uc(x/u), x ∈ Rk. Let f be aK-semi-convex function
for the costcu. Sinceu ≥ 1 the convexity ofα yieldscu(x) ≤ c(x), x ∈ Rk. Hencef
is aK-semi-convex function for the costc. Observing thatc∗u(x) = uc∗(x), x ∈ Rk,
from the above inequality, it follows that ˜µ verifies the inequalityrMLSI (cu,C).
Then, the second part of Theorem 1.6 implies that ˜µ verifiesTcu(8C). From Point
(i) of the technical Lemma 5.6, one hasuc(x/u) ≥ c(x)/u for u ≥ 1, x ∈ Rk. This
inequality completes the proof. �

Remark 1.9. After the preparation of this work, we have learned from E. Mil-
man that he has obtained in[23] new perturbation results for various functional
inequalities on a Riemannian manifold equipped with a probability measureµ ab-
solutely continuous with respect to the volume element. Hisresults also cover
transport inequalities but are only true under an additional curvature assumption.
To be more precise, suppose thatµ verifies sayT2(C) and consider another proba-
bility measure of the form d̃µ(x) = e−V(x) dx such that

Ric+ HessV ≥ −κ,
for someκ ≥ 0. Then if C> κ2 and ifµ andµ̃ are close in some sense to each other,
then µ̃ verifiesT2(C̃) for someC̃ depending only on C,κ and on the “distance”
betweenµ and µ̃. Actually, the curvature assumption above makes possible to go
beyond the classical Holley-Stroock property and to work with measures̃µ which
are more serious perturbations ofµ. Proofs of these results are based on the re-
markable equivalence between concentration and isoperimetric inequalities under
curvature bounded from below, discovered by E. Miman in[22].
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2. F       S


In this section we prove the first part (1)⇒ (2) ⇒ (3) of Theorem 1.6. As
mentioned in the introduction, this implication holds in a more general setting as
we explain now.

Let X denote a Polish space equipped with the Borelσ-algebra. Then the op-
timal transport cost between two probability measuresµ and ν on X, with cost
c : X × X→ R+ is

Tc(ν, µ) := inf
π

"
c(x, y) dπ(x, y),

where the infimum is taken over all probability measuresπ onX×X with marginals
ν andµ. Assume c is symmetric so thatTc(ν, µ) = Tc(µ, ν). The transport inequality
Tc(C) is defined accordingly as in Definition 1.1. Forf : X → R andλ > 0, the
inf-convolutionQλ f : X→ R is given by

Qλ f (x) = inf
y∈X
{ f (y) + λc(x, y)} .

The first part of Theorem 1.6 will be a consequence of the following general result.

Theorem 2.1. Letc : X× X→ R+ be a symmetric continuous function. Letµ be a
probability measure on X satisfyingTc(C) for some C> 0. Then for all functions
f : X→ R and allλ ∈ (0, 1/C), it holds

Entµ
(
ef

)
≤

1
1− λC

∫ (
f − Qλ f

)
ef dµ.

Assume moreover thatc(x, y) = c(x − y), x, y ∈ Rk, where c : Rk → R+ is a
differentiable function such that c(0) = ∇c(0) = 0. Thenµ verifies the inequality
rMLSI (c,C).

Proof of Theorem 2.1.Fix f : X → R, λ ∈ (0, 1/C) and definedν f =
ef∫
ef dµ

dµ.

One has

H(ν f |µ) =
∫

log


ef

∫
ef dµ


ef

∫
ef dµ

dµ =
∫

f dν f − log
∫

ef dµ

≤
∫

f dν f −
∫

f dµ,

where the last inequality comes from Jensen inequality. Consequently, ifπ is a
probability measure onX × X with marginalsν f andµ

H(ν f |µ) ≤
"

( f (x) − f (y)) dπ(x, y).

It follows from the definition of the inf-convolution function that f (x) − f (y) ≤
f (x) − Qλ f (x) + λc(x, y), for all x, y ∈ X. Hence,

H(ν f |µ) ≤
" (

f (x) − Qλ f (x)
)

dπ(x, y) + λ
"

c(x, y) dπ(x, y),
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and optimizing over allπ with marginalsν f andµ

H(ν f |µ) =
∫ (

f − Qλ f
)

dν f + λTc(ν f , µ)

≤
1∫

ef dµ
dµ

∫ (
f − Qλ f

)
ef dµ + λCH(ν f |µ).

The first part of Theorem 2.1 follows by noticing that
(∫

ef dµ
)
H(ν f |µ) = Entµ

(
ef

)
.

Then the proof of Theorem 2.1 is completed by applying Lemma 2.2 below. �

Lemma 2.2. Let c : Rk → R+ be a differentiable function such that c(0) = ∇c(0) =
0 and define c∗(x) = supy{x · y− c(y)} ∈ R ∪ {+∞}, x ∈ Rk. Then, for any K-semi-
convex differentiable function f: Rk → R for the cost c, it holds

f (x) − QK+η f (x) ≤ ηc∗
(
−
∇ f (x)
η

)
, ∀x ∈ Rk, ∀η > 0.

Proof. Fix a K-semi-convex differentiable functionf : Rk → R. Also fix x ∈ Rk

andη > 0. By Proposition 5.1 and the Young inequalityX · Y ≤ ηc∗
(

X
η

)
+ ηc(Y)

we have

f (x) − f (y) − Kc(y− x) ≤ −∇ f (x) · (y− x) ≤ ηc∗
(
−
∇ f (x)
η

)
+ ηc(y− x).

Hence, for anyy ∈ Rk,

f (x) − f (y) − (K + η)c(y− x) ≤ ηc∗
(
−∇ f (x)
η

)
.

This yields the expected result. �

3. F    S   
 - I: H-J 

In this section we prove the second part (3)⇒ (1) of Theorem 1.6. The proof
is based on the approach of Bobkov, Gentil and Ledoux [5], using the Hamilton-
Jacobi equation. We will use the following notation: given aconvex functionα :
R→ R+ with α(u) , 0 for u , 0, we define

(3.1) ωα(x) = sup
u>0

α(ux)
α(u)

, ∀x ∈ R.

Proof of(3)⇒ (1) of Theorem 1.6.Let f : Rk → R be a bounded continuous func-
tion. Forx ∈ Rk andt ∈ (0, 1), define

Pt f (x) = sup
y∈Rk

{
f (y) − tc

( x− y
t

)}
.

It is well known that the latter sup-convolution semi-groupis a solution to the
following Hamilton-Jacobi equation (seee.g. [10])

{
∂tut(x) = c∗ (−∇ut(x))

u0 = f
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Hence, definingZ(t) =
∫

eℓ(t)P1−t f dµ, whereℓ is a smooth non-negative function
onR+ with ℓ(0) = 0 that will be chosen later, one gets

Z′(t) =
∫ (
ℓ′(t)P1−t f + ℓ(t)

∂

∂t
P1−t f

)
eℓ(t)P1−t f dµ

=

∫
ℓ′(t)P1−t f eℓ(t)P1−t f dµ − ℓ(t)

∫
c∗ (∇P1−t f ) eℓ(t)P1−t f dµ.

On the other hand,

Entµ
(
eℓ(t)P1−t f

)
= ℓ(t)

∫
P1−t f eℓ(t)P1−t f dµ − Z(t) logZ(t).

Therefore providedℓ′(t) , 0,

Entµ
(
eℓ(t)P1−t f

)
=
ℓ(t)
ℓ′(t)

Z′(t) − Z(t) logZ(t)

+
ℓ(t)2

ℓ′(t)

∫
c∗ (∇P1−t f ) eℓ(t)P1−t f dµ.(3.2)

By Lemma 5.5 (withA = ℓ(t)(1−t) andB = 1−t), the functiong = ℓ(t)P1−t f is K(t)
semi-convex for the cost functionc(x) =

∑k
i=1α(xi), x ∈ Rk, whereK(t) = 4ℓ(t)(1−

t)ωα
(

1
2(1−t)

)
. Hence we can apply the restricted logarithmic Sobolev inequality to

get that for anyη > 0, anyt ∈ (0, 1) such thatK(t) + η < 1/C3,1

Entµ
(
eℓ(t)P1−t f

)
≤

η

1− (K(t) + η)C3

∫
c∗

(
ℓ(t)∇P1−t f
η

)
eℓ(t)P1−t f dµ

≤
ηωα∗

(
ℓ(t)
η

)

1− (K(t) + η)C3

∫
c∗ (∇P1−t f ) eℓ(t)P1−t f dµ.

Combining this bound with (3.2) leads to

ℓ(t)
ℓ′(t)

Z′(t) − Z(t) logZ(t) ≤

ηωα∗

(
ℓ(t)
η

)

1− (K(t) + η)C3
− ℓ(t)

2

ℓ′(t)



∫
c∗ (∇P1−t f ) eℓ(t)P1−t f dµ.

Our aim is to choose the various parameters so that to have theright hand side of
the latter inequality non-positive. We will make sure to chooseℓ so thatℓ(t)/η < 1;

then by Lemma 5.6 belowK(t) ≤ ℓ(t)/(1 − t) andωα∗
(
ℓ(t)
η

)
≤ ℓ

2(t)
η2

. Settingv =
1−C3η, one has 0< v < 1,

C3(K(t) + η) ≤ (1− v)

(
ℓ(t)
η(1− t)

+ 1

)
,(3.3)

and

(3.4)


ηωα∗

(
ℓ(t)
η

)

1− (K(t) + η)C3
− ℓ(t)

2

ℓ′(t)

 ≤ ℓ
2(t)


1

ηv− (1− v) ℓ(t)1−t

− 1
ℓ′(t)

 .

1Note that this condition is not empty sinceK(0) = 0.
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We chooseℓ(t) = η
(
(1− t)1−v − (1− t)

)
, t ∈ (0, 1), so thatℓ(0) = 0 and the right

hand side of (3.4) is equal to zero. Furthermoreℓ′(t) = η
(
1− 1−v

(1−t)v

)
≥ 0,∀t ∈

[0, 1− (1− v)1/v]. As assumed earlier,ℓ(t) is non-negative andℓ(t)/η < 1 on (0, 1).
Let us observe that[

logZ(t)
ℓ(t)

]′
=
ℓ′(t)

Z(t)ℓ2(t)

[
ℓ(t)
ℓ′(t)

Z′(t) − Z(t) logZ(t)

]
.

Let T = T(v) := 1 − (1 − v)1/v, sinceℓ′(t) > 0 on (0,T(v)), the above inequalities
imply that on that interval

[
logZ(t)
ℓ(t)

]′
≤ 0 providedC3(K(t) + η) < 1. By (3.3),

this is indeed satisfied fort ∈ [0,T(v)]. This gives that the functiont 7→ logZt
ℓ(t) is

non-increasing on (0,T]. Hence, we have
∫

eℓ(T)PT f dµ = ZT ≤ exp

(
ℓ(T) lim

t→0

logZt

ℓ(t)

)
= eℓ(T)

∫
P1 f dµ.

In other words, sincePT f ≥ f , then for all bounded continuous functionsg =
ℓ(T) f , ∫

eg dµ ≤ e
∫

P̃g dµ,

with
P̃g(x) = sup

y∈Rk

{g(y) − ℓ(T)c(x− y)} .

According to the Bobkov and Götze sup-convolution characterization of transport
inequalities (which for the reader’s convenience we quote below as Theorem 3.5),
this implies thatµ verifiesTc(1/ℓ(T)). One hasℓ(T) = ηv(1−v)(1/v)−1 andC3ℓ(T) =
v(1− v)1/v. Henceµ verifiesTc(K) with

K =
C3

supv∈(0,1) v(1− v)1/v
≤ 7, 7C3.

The proof of (3)⇒ (1) is complete.
�

Theorem 3.5([6]). Letµ be a probability measure onRk, λ > 0 and c defined as
in Theorem 1.6. Then, the following two statements are equivalent:
(i) µ satisfiesTc(1/λ);
(ii ) for any bounded function f: Rk→ R it holds

∫
ef dµ ≤ exp



∫
sup
y∈Rk
{ f (y) − λc(x− y)}

 dµ.

Note that Theorem 3.5 holds in much more general setting, see[30].

4. F    S   T2 - II: 
 

In this section we give an alternative proof of the second part (3) ⇒ (1) of
Theorem 1.6. The final result will lead to a worst constant, sowe will present our
approach only in the particular case of the quadratic cost function c(x) = 1

2 |x|
2.
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More precisely we will prove thatrLSI (C) ⇒ T2(9C) (leading, for the quadratic
cost, to the implication (3)⇒ (1) of Theorem 1.6 withC1 = 9C3). We believe
that this alternative approach may lead to other results in the future and so that it is
worth mentioning it.

The strategy is based on the following recent characterization of Gaussian di-
mension free concentration by the first author.

Theorem 4.1([14]). A probability measureµ onRk verifies the inequalityT2(C/2)
if and only if there are some ro ≥ 0 and b> 0 such that for all positive integer n
and all subset A of

(
R

k
)n

with µn(A) ≥ 1/2, the following inequality holds

µn(A+ rB2) ≥ 1− be−(r−ro)2/C, ∀r ≥ ro,

where B2 is the Euclidean unit ball of(Rk)n.

So, in order to get thatrLSI (C) ⇒ T2(9C) it is enough to prove that the di-
mension free Gaussian concentration inequality holds with−(r − ro)2/(18C) in the
exponential.

First let us observe that the restricted logarithmic Sobolev inequality tensorizes.

Proposition 4.2. If a probability measureµ onRk verifiesrLSI (C) for some C> 0,
then for all positive integer n the probabilityµn verifiesrLSI (C).

Proof. If f :
(
R

k
)n
→ R is K-semi-convex, then for alli ∈ {1, . . . , n} and all

x1, . . ., xi−1, xi+1, . . ., xn ∈ Rk the function fi : Rk → R defined by fi(x) =
f (x1, . . . , xi−1, x, xi+1, . . . , xn) is K-semi-convex. According to the classical addi-
tive property of the entropy functional (seee.g. [1, Chapter 1]),

Entµn(ef ) ≤
∫ n∑

i=1

Entµ(e
fi ) dµn.

Applying to each fi the restricted logarithmic Sobolev inequality completes the
proof. �

The next proposition uses the classical Herbst argument (see e.g [18]).

Proposition 4.3. If µ verifies the restricted logarithmic Sobolev inequalityrLSI (C)
then for all f : Rk → R which is1-Lipschitz with respect to the Euclidean norm
and K-semi-convex with K≥ 0 one has

∫
eλ( f (x)−

∫
f dµ) dµ(x) ≤ exp

(
2λ2C

1− λKC

)
, ∀λ ∈ (0, 1/(CK)) .

Proof. Let us denoteH(λ) =
∫

eλ f dµ, for all λ ≥ 0. The functionλ f is λK semi-
convex, so if 0≤ λ < 1/(CK), one can apply the inequalityrLSI (C) to the function
λ f . Doing so yields the inequality

λH′(λ) − H(λ) log H(λ) = Entµ
(
eλ f

)
≤

2Cλ2

(1− λKC)2

∫
|∇ f |2eλ f dµ

≤ 2Cλ2

(1− λKC)2
H(λ),
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where the last inequality comes from the fact thatf is 1-Lipschitz. Consequently,
for all 0 ≤ λ < 1/(CK),

d
dλ

(
logH(λ)
λ

)
≤

2C

(1− λKC)2
.

Observing that logH(λ)/λ →
∫

f dµ whenλ → 0 and integrating the differential
inequality above gives the result. �

Now let us show how to approach a given 1-Lipschitz function by a 1-Lipschitz
andK-semi-convex function.

Proposition 4.4. Let f : Rk → R be a1-Lipschitz function. Define

Pt f (x) = sup
y∈Rk

{
f (y) − 1

2t
|x− y|2

}
, ∀x ∈ Rk, ∀t > 0.

Then,

(i) For all t > 0, Pt f is 1-Lipschitz.
(ii) For all t > 0, Pt f is 1/t-semi-convex.
(iii) For all t > 0 and all x∈ Rk, f (x) ≤ Pt f (x) ≤ f (x) + t

2.

Proof. (i) Write Pt f (x) = supz∈Rk

{
f (x− z) − 1

2t |z|
2
}
. For all z ∈ Rk, the function

x 7→ f (x − z) − 1
2t |z|

2 is 1-Lipschitz. SoPt f is 1-Lipschitz as a supremum of
1-Lipschitz functions.

(ii ) Expanding|x − y|2 yields Pt f (x) = supy∈Rk

{
f (y) − 1

2t |y|
2 + 1

t x · y
}
− 1

2t |x|
2.

Since a supremum of affine functions is convex, one concludes thatx 7→ Pt f (x) +
|x|2
2t is convex, which means thatPt f is 1/t-semi-convex.

(iii ) The inequalityPt f (x) ≥ f (x) is immediate. Sincef is 1-Lipschitz,

Pt f (x) − f (x) = sup
y∈Rk

{
f (y) − f (x) −

1
2t
|x− y|2

}

≤ sup
y∈Rk

{
|y− x| − 1

2t
|x− y|2

}

= sup
r≥0

{
r −

r2

2t

}
=

t
2
.

�

We are now ready to complete the proof.

Proof ofrLSI (C)⇒ T2(9C). Let n ≥ 1. Consider a 1-Lipschitz functiong on(
R

k
)n

and definePtg(x) = supy∈(Rk)n

{
g(y) − 1

2t |x− y|2
}
, t > 0. Thanks to Propo-

sition 4.4, the functionPtg is 1-Lipschitz and 1/t-semi-convex, so according to
Propositions 4.2 and 4.3, for all 0≤ λ < t/C, one has

∫
eλ(Ptg(x)−

∫
Ptg dµn) dµn(x) ≤ exp


2λ2C

1− λCt

 .
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Moreover, according to point (iii ) of Proposition 4.4,Ptg(x) −
∫

Ptg dµn ≥ g(x) −∫
g dµn − t

2, for all x ∈
(
R

k
)n

. Plugging this in the inequality above gives
∫

eλ(g(x)−
∫

g dµn) dµn(x) ≤ exp


λt
2
+

2λ2C

1− λCt

 .

For a givenλ ≥ 0, this inequality holds as soon ast > Cλ. Defineϕ(t) = λt2 +
2λ2C
1− λCt

,

t > 0. It is easy to check thatϕ attains its minimum value attmin = 3Cλ (which
is greater thanCλ) and thatϕ(tmin) = 9Cλ2/2. Consequently, we arrive at the
following upper bound on the Laplace transform ofg:

∫
eλ(g(x)−

∫
g dµn) dµn(x) ≤ e9Cλ2/2, ∀λ ≥ 0.

From this we deduce that every 1-Lipschitz functiong verifies the following devi-
ation inequality around its mean

µn(g ≥
∫

g dµn + r) ≤ e−r2/(18C), ∀r ≥ 0.

Let ro be any number such thate−r2
o/(18C) < 1/2, then denoting bym(g) any median

of g, we get
∫

g dµn + ro ≥ m(g). Applying this inequality to−g, we conclude
that |m(g)−

∫
g dµn| ≤ ro. So the following deviation inequality around the median

holds
µn(g ≥ m(g) + r) ≤ e−(r−ro)2/(18C), ∀r ≥ ro.

TakeA ⊂ (Rk)n with µn(A) ≥ 1/2, and definegA(x) = d2(x,A) whered2 is the usual
Euclidean distance. Since 0 is a median ofgA, the preceding inequality applied to
gA reads

µn(A+ rB2) ≥ 1− e−(r−ro)2/(18C), ∀r ≥ ro.

According to Theorem 4.1, this Gaussian dimension free concentration property
impliesT2(9C).

�

5. S  

In this section we collect some useful results on semi-convex functions.
In the case of differentiable functions, it is easy to rephrase the definition of

semi-convexity, in the following way.

Proposition 5.1. Let c : Rk→ R+ be a differentiable function with c(0) = ∇c(0) =
0. Then, a differentiable function f: Rk → R is K-semi-convex for the cost function
c if and only if

(5.2) f (y) ≥ f (x) + ∇ f (x) · (y− x) − Kc(y− x), ∀x, y ∈ Rk.

Proof. Suppose thatf is K-semi-convex; according to the definition, for allx, y ∈
R

k andλ ∈ [0, 1], the following holds

f (y) ≥ f (x) +
f (λx+ (1− λ)y) − f (x)

1− λ
− K

λ

1− λ
c((1− λ)(x− y)) − Kc(λ(y− x)).
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Letting λ → 1 and usingc(0) = ∇c(0) = 0 one obtains (5.2). Let us prove the
converse; according to (5.2),

f (x) ≥ f (λx+ (1− λ)y) − (1− λ)∇ f (λx+ (1− λ)y) · (y− x) + Kc((1− λ)(y− x)),

and

f (y) ≥ f (λx+ (1− λ)y) + λ∇ f (λx+ (1− λ)y) · (y− x) + Kc(λ(y− x)).

This gives immediately (1.3). �

Lemma 5.3. If α : R → R+ is a convex symmetric function of class C1 such that
α(0) = α′(0) = 0 andα′ is concave onR+, then the following inequality holds

(5.4) α(u+ v) ≤ α(u) + vα′(u) + 4α(v/2), ∀u, v ∈ R.

In particular, the function−c(x) = −
∑k

i=1α(xi), x = (x1, . . . , xk) ∈ Rk, is 4-semi-
convex for the cost x7→ c(x/2).

Note that (5.4) is an equality forα(t) = t2.

Proof. Sinceα(v) = α(−v), it is enough to prove the inequality (5.4) foru ≤ 0 and
v ∈ R. Let us consider the functionG(w) := α(u+ w) − α(u) − wα′(u). Forw ≥ 0,
using the concavity ofα′ onR+, eitheru+ w ≥ 0 and one has

G′(w) = α′(u+ w) − α′(u) = α′(u+ w) + α′(−u) ≤ 2α′(w/2),

or u+ w ≤ 0 and one has

G′(w) = α′(−u) − α′(−u− w) ≤ α′(w) ≤ 2α′(w/2),

sincew ≥ 0 and

α′(w/2)− α′(0)
w/2

≥ α
′(w) − α′(0)

w
≥ α

′(w) − α′(−u− w)
2w+ u

≥ α
′(−u) − α′(−u− w)

w
.

Similarly, if w ≤ 0, from the convexity ofα′ on R−, G′(w) ≥ α′(w) ≥ 2α′(w/2).
The proof is complete integrating the above inequalities between 0 andv either for
v ≥ 0 or for v ≤ 0.

The second part of the lemma is immediate. �

The next lemma gives some conditions onα under which the sup-convolution
semi-groupPt transforms functions into semi-convex. Let us recall thatωα is de-
fined by

ωα(x) = sup
u>0

α(ux)
α(u)

, ∀x ∈ R.

Lemma 5.5. Letα : R→ R+ be a convex symmetric function of class C1 such that
α(0) = α′(0) = 0 andα′ is concave onR+. Let f : Rk → R, A, B> 0 and define
g(x) = supy∈Rk{ f (y) − Ac((y − x)/B)} with c(x) =

∑k
i=1α(xi), x ∈ Rk. Then g is

4Aωα
(

1
2B

)
-semi-convex for the cost function c.
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Proof. By Lemma 5.3, the function−c is 4-semi-convex with the cost function
x 7→ c(x/2). Consequently, for ally ∈ Rk, the functionx 7→ f (y) − Ac((y− x)/B) is
4-semi-convex with the cost functionx 7→ Ac(x/(2B)). From the definition (1.3),
we observe that a supremum ofK-semi-convex functions remainsK-semi-convex.
Consequently, by definition ofωα, we finally get

g(y) ≥ g(x) + ∇g(x) · (y− x) − 4Ac
(y− x

2B

)

≥ g(x) + ∇g(x) · (y− x) − 4Aωα

(
1

2B

)
c (y− x) .

�

Lemma 5.6. Let α be a convex symmetric function of class C1 such thatα(0) =
α′(0) = 0, α′ is concave onR+. Denote byα∗ the conjugate ofα. Then,
(i) for any u∈ (0, 1), x ∈ R, α(x/u) ≤ α(x)/u2.
(ii ) for any u∈ (0, 1), ωα (1/u) ≤ 1/u2.
(iii ) for any u∈ (0, 1), ωα∗(u) ≤ u2.

Proof. Point (i). Let x ≥ 0, by concavity ofα′ on R+, α′(x) ≥ uα′(x/u) + (1 −
u)α′(0) = uα′(x/u). The result follows forx ≥ 0 by integrating between 0 andx
and then forx ≤ 0 by symmetry. Point (ii ) is a direct consequence of point (i).

Point (iii ). Observing that (α∗)′ = (α′)−1, it follows that (α∗)′ is convex onR+

and (α∗)′(0) = α∗(0) = 0. Then the proof is similar to the proof of point (ii). �

6. F 

In this final section we state some remarks and extensions on the topic of this
paper.

6.1. Extension to Riemannian manifolds. Otto-Villani theorem holds true on
general Riemannian manifolds [25]. Furthermore, efforts have been made recently
to extend the Otto-Villani theorem to spaces with poorer structure such as length
spaces [19, 2] or general metric spaces [14]. This section isan attempt to extend
our main result to spaces other than Euclidean spaces. We will focus our attention
on the inequalityT2 on a Riemannian manifold.

In all what follows,X will be a complete and connected Riemannian manifold
equipped with its geodesic distanced:

(6.1) d(x, y) = inf

{∫ 1

0
|γ̇t |dt; γ ∈ C1([0, 1],X), γ0 = x, γ1 = y

}
, ∀x, y ∈ X.

A minimizing pathγ in (6.1) is called a minimal geodesic fromx to y; in gen-
eral it is not unique. It is always possible to consider that minimal geodesics are
parametrized in such a way that

d(γs, γt) = |s− t|d(x, y), ∀s, t ∈ [0, 1],

and this convention will be in force in all the sequel.
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A function f : X→ R will be saidK-semi-convex,K ≥ 0 if for all x, y ∈ X and
all minimal geodesicγ betweenx andy, the following inequality holds

f (γt) ≤ (1− t) f (x) + t f (y) + t(1− t)
K
2

d2(x, y), ∀t ∈ [0, 1].

When f is of classC1 this is equivalent to the following condition:

(6.2) f (y) ≥ f (x) + 〈∇ f (x), γ̇0〉 −
K
2

d2(x, y), ∀x, y ∈ X

for all minimal geodesicγ from x to y (see e.g. [30, Proposition 16.2]). Iff is
semi-convex, then it is locally Lipschitz [30]. According to Rademacher’s theorem
(see e.g [30, Theorem 10.8]),f is thus almost everywhere differentiable. So the
inequality (6.2) holds for almost allx ∈ X and for ally ∈ X. A function f will be
saidK-semi-concave if− f is K-semi-convex.

Lemma 6.3. If f is K-semi-convex, then for almost all x∈ X, the inequality

f (y) ≥ f (x) − |∇ f |(x)d(x, y) −
K
2

d2(x, y),

holds for all y∈ X.

Proof. Since the geodesic is constant speed,|γ̇0| = d(x, y). Applying Cauchy
Schwarz inequality in (6.2) yields the desired inequality. �

With this inequality at hand, the proofs of Lemma 2.2 generalizes at once, and
we get the following half part of our main result.

Proposition 6.4. Suppose that an absolutely continuous probability measureµ on
X verifies the inequalityT2(C), then it verifies the following restricted logarithmic
Sobolev inequality: for all0 ≤ K < 1

C and all K-semi-convex f: X→ R,

Entµ
(
ef

)
≤ 2C

(1− KC)2

∫
|∇ f |2ef dµ.

The generalization of the second half part of our main resultis more delicate. We
have seen two proofs of the fact that the restricted logarithmic Sobolev inequality
implies T2: one based on the Hamilton-Jacobi equation and the other based on
dimension free concentration. The common point of these twoapproaches is that
we have used in both cases the property that the sup-convolution operatorf 7→ Pt f
transforms functions into semi-convex functions (see Proposition 4.4 and Lemma
5.5). Let us see how this property can be extended to Riemannian manifolds.

Proposition 6.5. Suppose that there is some constant S≥ 1, such that the inequal-
ity

(6.6) d2(γt, y) ≥ (1− t)d2(x, y) + td2(z, y) − t(1− t)S2d2(x, z), ∀t ∈ [0, 1],

holds for all x, y, z ∈ X, whereγ is a minimal geodesic joining x to z. This amounts
to say that for all y∈ X, the function x7→ d2(x, y) is 2S2-semi-concave.

Then for all f : X→ R, the function

(6.7) x 7→ Pt f (x) = sup
y∈X

{
f (y) −

1

2S2t
d2(x, y)

}
,
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is 1/t-semi-convex.

Proof. Under the assumption made ond2, for all y ∈ X, the functionx 7→ f (y) −
1

2S2t
d2(x, y) is 1/t-semi-convex. Since a supremum of 1/t semi-convex functions is

1/t-semi-convex, this ends the proof. �

Let us make some remarks on condition (6.6). This condition was first intro-
duced by Ohta in [24] and Savare in [26] in their studies of gradient flows in the
Wasserstein space over non-smooth metric spaces. The condition (6.6) is related
to the Alexandrov curvature of geodesic spaces which generalizes the notion of
sectional curvature in Riemannian geometry.

The first point is a classical consequence of Toponogov’s theorem [9]. The
second point in the following proposition is due to Ohta [24,Lemma 3.3].

Proposition 6.8. Let X be a complete and connected Riemannian manifold.

(1) The condition(6.6)holds with S= 1 if and only if the sectional curvature
of X is greater than or equal to0 everywhere.

(2) Suppose that the sectional curvature is greater than or equal to κ, where
κ ≤ 0, then for all x, y, z ∈ X and every geodesicγ joining x to z, one has

(6.9) d2(γt, y) ≥ (1− t)d2(x, y) + td2(z, y)

−
1+ κ2 sup

s∈[0,1]
d2(γs, y)

 (1− t)td2(x, z).

In particular, if (X, d) is bounded, then(6.6)holds with

S = (1+ κ2diam(X)2)1/2.

In particular, the case of the Euclidean space, studied in the preceding sections,
corresponds to the case where the sectional curvature vanishes everywhere.

Now, let us have a look to Hamilton-Jacobi equation. The following theorem
comes from [30, Proposition 22.16 and Theorem 22.46].

Theorem 6.10. Let f be a bounded and continuous function on X, the function
(t, x) 7→ Pt f (x) defined by(6.7)verifies the following: for all t> 0 and x∈ X,

lim
h→0+

Pt+h f (x) − Pt f (x)
h

=
S2|∇−(−Pt f )|2(x)

2
,

where the metric sub-gradient|∇−g| of a function g is defined by

|∇−g|(x) = lim sup
y→x

[g(y) − g(x)]−
d(y, x)

, ∀x ∈ X.

Under the condition (6.6),x 7→ Pt f (x) is semi-convex, and so differentiable
almost everywhere, so for allt and almost allx ∈ X,

lim
h→0+

Pt+h f (x) − Pt f (x)
h

=
S2|∇Pt f |2(x)

2
.
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Theorem 6.11. Suppose that the Riemannian manifold X verifies condition(6.6)
for some S≥ 1; if an absolutely continuous probability measureµ on X verifies
the following restricted logarithmic Sobolev inequality:for all 0 ≤ K < 1

C and all
K-semi-convex f: X→ R,

Entµ
(
ef

)
≤

2C

(1− KC)2

∫
|∇ f |2ef dµ,

then it verifiesT2(8CS4).

Proof. To adapt the proof of Theorem 1.6 (3)⇒ (1), a first technical problem is to
deal with right derivatives. We refer to the proof of [30, Theorem 22.17], where
this difficulty has been circumvented. In the sequel, we will considerthat ∂Pt

∂t (x) =
S2

2 |∇Pt f |2(x) for all t > 0, and almost allx ∈ X.
Take a bounded continuous functionf : X→ R and defineZ(t) =

∫
eℓ(t)P1−t f dµ,

whereℓ is a smooth non-negative function onR+ with ℓ(0) = 0 that will be chosen
later. Reasoning as in the proof of Theorem 2.1, one gets, providedℓ′(t) , 0,

(6.12) Entµ
(
eℓ(t)P1−t f

)
=
ℓ(t)
ℓ′(t)

Z′(t) − Z(t) logZ(t)

+
S2ℓ(t)2

2ℓ′(t)

∫
|∇P1−t f |2eℓ(t)P1−t f dµ.

According to Proposition 6.5, we see thatℓ(t)P1−t is ℓ(t)1−t semi-convex. Applying the
restricted logarithmic Sobolev inequality we get that for any η > 0, anyt ∈ (0, 1)
such thatℓ(t)1−t + η < 1/C

Entµ
(
eℓ(t)P1−t f

)
≤

ηℓ2(t)

2
(
1−

(
ℓ(t)
1−t + η

)
C
)
∫
|∇P1−t f |2eℓ(t)P1−t f dµ.

Combining this bound with the one above leads to

ℓ(t)
ℓ′(t)

Z′(t) − Z(t) logZ(t)

≤


ℓ2(t)

2η(1− ( ℓ(t)1−t + η)C)
−

S2ℓ(t)2

2ℓ′(t)


∫
|∇P1−t f |2eℓ(t)P1−t f dµ.

For a givenη ∈ (0, 1/(S2C)), consider the function

ℓ(t) =
ηS2(1− ηC)

1− ηS2C

(
(1− t)CηS

2
− (1− t)

)
, ∀t ∈ [0, 1).

This function is the unique solution on [0, 1) of the differential equation

ℓ′(t) = ηS2
(
1−

(
ℓ(t)
1− t

+ η

)
C

)
, ℓ(0) = 0.

It is easy to check thatℓ(t) ≥ 0, for all t ∈ [0, 1] andℓ′(t) > 0, for all t < T =

1 −
(
CηS2

) −1
CηS2−1 . Moreover, if t < T, then the conditionℓ(t)1−t + η <

1
C is also
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fulfilled. We conclude that the functiont 7→ logZt
ℓ(t) is non-increasing on (0,T] and

reasoning exactly as in the proof of Theorem 1.6, we get easily that
∫

eg dµ ≤ e
∫

P̃g dµ,

with

P̃g(x) = sup
y∈X

{
g(y) −

ℓ(T)

2S2
d2(x, y)

}
.

According to Theorem 3.5, this implies thatµ verifies the inequalityT2(S2/(ℓ(T)).
After some computations, we get

S2

ℓ(T)
=

S2C
1− ηC

(CηS2)
1

CηS2−1 .

So, lettingv = 1 − ηCS2 ∈ (1 − S2, 1), and optimizing overv we obtain thatµ
verifiesT2 with the constant̃C

C̃ =
CS2

supv∈(1−S2,1)(1− (1− v)/S2)(1− v)1/v

≤
CS4

supv∈(0,1) v(1− v)1/v
≤ 7, 7CS4.

�

To conclude this section let us say that the proof presented in Section 4 can
also be adapted to the Riemannian framework. Essentially, all we have to do is to
adapt the first point of Proposition 4.4: the fact thatPt f is 1-Lipschitz whenf is
1-Lipschitz. A proof of this can be found in the proof of [2, Theorem 2.5 (iv)].

6.2. From transport inequalities to other logarithmic Sobolev type inequali-
ties. Following the ideas of Theorem 2.1, we may simply recover other types of
logarithmic Sobolev inequalities. These new forms of inequalities should be of
interest for further developments. LetX denote a Polish space equipped with the
Borelσ-algebra. Given Borel functions c :X × X→ R, and f : X→ R, define for
λ > 0, x ∈ X,

Pλ f (x) = sup
y∈X
{ f (y) − λc(x, y)} .

By definition, one says that a functionf : X→ R is K-semi-concave for the cost c
if − f is K-semi-convex for the cost c.

Theorem 6.13. Let c : X × X → R+ be a symmetric Borel function. Letµ be
a probability measure on X satisfyingTc(C) for some C> 0. Then for allλ ∈
(0, 1/C), and all function f: X→ R,

(6.14) Entµ
(
ef

)
≤

1
1− λC

∫ (
Pλ f − f

)
dµ

∫
ef dµ.
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Assume moreover thatc(x, y) = c(x − y), x, y ∈ Rk, where c : Rk → R+ is a
differentiable symmetric function with c(0) = ∇c(0) = 0. Then for all K≥ 0, η > 0
with η + K < 1/C and all K-semi-concave differentiable function f: Rk → R,

Entµ
(
ef

)
≤ η

1−C(η + K)

∫
c∗

(
∇ f
η

)
dµ

∫
ef dµ.(6.15)

Proof of Theorem 6.13.Following the proof of Theorem 2.1, one has for every
probability measureπ with marginalsν f andµ,

H(ν f |µ) ≤
"

( f (x) − f (y)) dπ(x, y).

From the definition of the sup-convolution functionPλ f , one has

H(ν f |µ) ≤
" (

Pλ f (y) − f (y)
)

dπ(x, y) + λ
"

c(y, x) dπ(x, y).

Optimizing over all probability measureπ and sinceµ satisfiesTc(C), this yields

H(ν f |µ) ≤
∫ (

Pλ f (y) − f (y)
)

dµ + λCH(ν f |µ).

This is exactly the inequality (6.14). Now, if c(x, y) = c(x − y), x, y ∈ Rk, and
f : Rk → R is a K-semi-concave differentiable function, then by Lemma 2.2 one
has: for allη > 0,

PK+η f − f ≤ ηc∗
(
∇ f
η

)
.

The restricted modified logarithmic Sobolev inequalities (6.15) then follows. �

6.3. On Poincaré inequalities. Let c : Rk → R be a differentiable function such
thatc(0) = ∇c(0) = 0, with invertible Hessian at point 0 and such that Hess|0c > 0
(as symmetric matrices). As for the logarithmic Sobolev inequalities, it is known
that a linearized version of the transport inequalityTc(C) is Poincaré inequality
(see [21, 25, 5]).

Naturally, rMLSI (c,C) or ICLSI (c,C) also provide Poincaré inequality by us-
ing basic ideas given in [21] (see also [5]). Namely, starting from ICLSI (c,C),
we apply it with ε f , where f : Rk → R is a smooth function with compact
support. The infimum infy∈Rk {ε f (y) + λc (x− y)} is attained at someyε such that
ε∇ f (yε) = λ∇c(x− yε). Since forh ∈ Rk, ∇c∗(∇c)(h) = h, one has

x− yε = ∇c∗
(
ε∇ f (yε)
λ

)
=
ε

λ
Hess|0c∗(∇ f (x)) + o(ε).

Therefore, since Hess|∇c(h)c∗(Hess|hc(u)) = u and after some computations, we get
the following Taylor expansion

Qλ(ε f )(x) = ε f (yε) + λc (x− yε)

= ε f (x) − ε
2

2λ
∇ f (x).Hess|0c∗(∇ f (x)) + o

(
ε2

)
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It is a classical fact that

Entµ
(
eε f

)
=
ε2

2
Varµ( f ) + o

(
ε2

)
.

Finally, asε→ 0, ICLSI (c,C) implies: for everyλ ∈ (0, 1/C),

Varµ( f ) ≤ 1
λ(1− λC)

∫
∇ f .Hess|0c∗(∇ f ) dµ.

Optimizing over allλ yields the following Poincaré inequality for the metric in-
duced by Hess|0c∗

Varµ( f ) ≤ 4C
∫
∇ f .Hess|0c∗(∇ f ) dµ.

Denoting by‖ · ‖ the usual operator norm, one also has a Poincaré inequalitywith
respect to the usual Euclidean metric

Varµ( f ) ≤ 4C‖Hess|0c∗‖
∫
|∇ f |2 dµ.

From the infimum-convolution characterization of transport inequalityTc(C) (see
Theorem 3.5), a similar proof gives the same Poincaré inequality with the constant
C instead of 4C (see [21]).

Conversely, Bobkov and Ledoux [7, Theorem 3.1] obtained that Poincaré in-
equality implies a modified logarithmic Sobolev inequality. Letα2,1 : R→ R+ and
c2,1 : Rk → R+ be the cost function defined by

α2,1(h) = min

(
1
2

h2, |h| −
1
2

)
, ∀h ∈ R,

andc2,1(x) =
∑k

i=1α2,1(xi), x ∈ Rk. One hasα∗2,1(h) = h2/2 if |h| ≤ 1 andα∗2,1(h) =
+∞ otherwise. Bobkov-Ledoux’s result is the following.

Theorem 6.16([7]). Letµ be a probability measure onRk satisfying the Poincaré
inequality:

(P(C)) Varµ( f ) ≤ C
∫
|∇ f |2 dµ,

for every smooth function f onRk. Then the following modified logarithmic Sobo-
lev inequality holds (in shortBLI (C)): for all κ < 2/

√
C and every smooth function

f ,

(BLI (C)) Entµ
(
ef

)
≤ Cκ2K(κ,C)

∫
α∗2,1

(
∇ f
κ

)
ef dµ,

where K(κ,C) =
(

2+κ
√

C
2−κ
√

C

)2
eκ
√

5C.

Applying BLI (C) to ε f , asε → 0, BLI (C) yields P(CK(κ,C)) but alsoP(C)
sinceK(κ,C) → 1 asκ → 0. Theorem 6.16 therefore indicates thatP(C) and
BLI (C) are exactly equivalent. Thanks to the Hamilton-Jacobi approach, Bobkov
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Gentil and Ledoux [5] obtained thatBLI (C) implies T c̃κ2,1
(C) for all κ < 2/

√
C

where

(6.17) c̃κ2,1(x) = κ2C2K(κ,C)α2,1

(
|x|

κCK(κ,C)

)
, ∀x ∈ Rk.

By linearization and optimization overκ, T c̃κ2,1
(C) implies P(C), and therefore

BLI (C) is also equivalent toT c̃κ2,1
(C) for all κ < 2/

√
C.

Let cκ2,1 denote the cost function defined similarly as ˜cκ2,1 replacingα2,1(| . |) by
c2,1 in (6.17). One has ˜cκ2,1 ≤ cκ2,1 (this is a consequence of the subadditivity of the

concave functionh → α2,1(
√

h)). ThereforeTcκ2,1
(C) implies T c̃κ2,1

(C). Consider
now the case of dimension 1,k = 1, so thatcκ2,1 = c̃κ2,1. Theorem 1.6 indicates that
Tcκ2,1

is equivalent, up to constant, torMLSI (cκ2,1). Actually rMLSI (cκ2,1) can be
interpreted asBLI restricted to a class of semi-convex function for the costcκ2,1.
However, from the discussions above,rMLSI (cκ2,1) andBLI are equivalent up to
constant. It would be interesting to directly recoverBLI from rMLSI (cκ2,1) or from
Tcκ2,1

. The known results can be summarized by the following diagram for k = 1:

BLI
B.L.
⇐==⇒ P

B
.G
.L

⇐
= M.−

O.V
.

=⇒ =
⇒

T c̃κ2,1
= Tcκ2,1

Theorem1.6
⇐==⇒ rMLSI (cκ2,1)

where:
B.L. : Bobkov, Ledoux [7];

B.G.L. : Bobkov, Gentil, Ledoux [5];
M. : Maurey [21];

O.V. : Otto, Villani [25].
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[15] N. Gozlan and C. Léonard. Transport inequalities. A survey. To appear in Markov Process.
Related Fields. Available on the ArXiv http://arxiv.org/abs/1003.3852, 2010.

[16] L. Gross. Logarithmic Sobolev inequalities.Amer. J. Math., 97(4):1061–1083, 1975.
[17] R. Holley and D. Stroock. Logarithmic Sobolev inequalities and stochastic Ising models.J.

Statist. Phys., 46(5-6):1159–1194, 1987.
[18] M. Ledoux.The concentration of measure phenomenon, volume 89 ofMathematical Surveys

and Monographs. American Mathematical Society, Providence, RI, 2001.
[19] J. Lott and C. Villani. Hamilton-Jacobi semigroup on length spaces and applications.J. Math.

Pures Appl. (9), 88(3):219–229, 2007.
[20] K. Marton. A simple proof of the blowing-up lemma.IEEE Trans. Inform. Theory, 32(3):445–

446, 1986.
[21] B. Maurey. Some deviation inequalities.Geom. Funct. Anal., 1(2):188–197, 1991.
[22] E. Milman. Isoperimetric and concentration inequalities. Equivalence under curvature lower

bound. To appear in Duke Math. J. Available on the ArXiv http://arxiv.org/abs/0902.1560, 2009.
[23] E. Milman. Properties of isoperimetric, functional and transport-entropy inequalities via con-

centration. Preprint. Available on the ArXiv http://arxiv.org/abs/0909.0207, 2010.
[24] S. Ohta. Gradient flows on Wasserstein spaces over compact Alexandrov spaces.Amer. J. Math.,

131(2):475–516, 2009.
[25] F. Otto and C. Villani. Generalization of an inequalityby Talagrand and links with the logarith-

mic Sobolev inequality.J. Funct. Anal., 173(2):361–400, 2000.
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