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Abstract We analyze the density and size dependence of the relaxation time
for kinetically constrained spin models (KCSM) intensively studied in the phys-
ics literature as simple models sharing some of the features of the glass transi-
tion. KCSM are interacting particle systems on Z¢ with Glauber-like dynamics,
reversible w.r.t. a simple product i.i.d Bernoulli(p) measure. The essential fea-
ture of a KCSM is that the creation/destruction of a particle at a given site
can occur only if the current configuration around it satisfies certain constraints
which completely define each specific model. No other interaction is present
in the model. From the mathematical point of view, the basic issues concern-
ing positivity of the spectral gap inside the ergodicity region and its scaling
with the particle density p remained open for most KCSM (with the notably
exception of the East model in d = 1; Aldous and Diaconis in J Stat Phys 107(5-
6):945-975, 2002). Here for the first time we: (i) identify the ergodicity region
by establishing a connection with an associated bootstrap percolation model;
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460 N. Cancrini et al.

(ii) develop a novel multi-scale approach which proves positivity of the spectral
gap in the whole ergodic region; (iii) establish, sometimes optimal, bounds on
the behavior of the spectral gap near the boundary of the ergodicity region
and (iv) establish pure exponential decay at equilibrium for the persistence
function, i.e. the probability that the occupation variable at the origin does not
change before time ¢. Our techniques are flexible enough to allow a variety of
constraints and our findings disprove certain conjectures which appeared in the
physical literature on the basis of numerical simulations.

Keywords Glauber dynamics - Spectral gap - Constrained models - Dynamical
phase transition - Glass transition

Mathematics Subject Classification (2000) 60K35 - 60K40 - 82B20

1 Introduction

Kinetically constrained spin models (KCSM) are interacting particle systems
on the integer lattice Z¢. A configuration is defined by assigning to each site x
its occupation variable 7, € {0,1}. The evolution is given by a simple Markov-
ian stochastic dynamics of Glauber type with generator £. Each site waits an
independent, mean one, exponential time and then, provided that the current
configuration around it satisfies an a priori specified constraint which does not
involve 7y, it refreshes its state by declaring it to be occupied with probability
p and empty with probability ¢ = 1 — p. Detailed balance w.r.t. Bernoulli(p)
product measure u is easily verified and u is therefore an invariant reversible
measure for the process.

These models have been introduced in physical literature [17,18] to model
liquid/glass transition and more generally the slow “glassy” dynamics which
occurs in different systems (see [31,37] for recent review). In particular, they
were devised to mimic the fact that the motion of a molecule in a dense liquid can
be inhibited by the presence of too many surrounding molecules. That explains
why, in all physical models, the constraints specify the maximal number of par-
ticles on certain sites around a given one in order to allow creation/destruction
on the latter. As a consequence, the dynamics of KCSM becomes increasingly
slow as p is increased. Moreover, there usually exist blocked configurations,
namely configurations with all creation/destruction rates identically equal to
zero. This implies the existence of several invariant measures (see [26] for a
somewhat detailed discussion of this issue in the context of the North-East
model), the occurrence of unusually long mixing times compared to standard
high-temperature stochastic Ising models (see Sect. 7.1 below) and may induce
the presence of ergodicity breaking transitions. Finally we observe that a KCSM
model is in general not attractive so that the usual coupling arguments valid for
e.g. ferromagnetic stochastic Ising models cannot be applied.

The above little discussion explains why the basic issues concerning the large
time behavior of the process, even if started from the equilibrium reversible
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measure j, are non-trivial and justifies why they remained open for most of
the interesting models, with the only exception of the East model [3]. This is a
one-dimensional model for which creation/destruction at a given site can occur
only if the nearest neighbor to its right is empty. In [3] it has been proved
that the spectral gap of the generator £ for the East model is positive for all
q > 0 and, for ¢ | 0, shrinks faster than any polynomial in ¢ (see Sect. 6 for
more details). However, the method in [3] uses quite heavily the specifics of the
model and its extension to higher dimensions or to other models introduced
in physical literature seems to be non trivial. Among the latter we just recall
the North-East model (N-E) [25] in Z? and the Fredrickson Andersen j < d
spin facilitated (FA-jf) [17] models in Z?. For the first, destruction/creation at a
given site can occur only if its North and East neighbors are empty, while for the
FA-jf model the constraint requires that at least j among the nearest neighbors
are empty.

The main results of this paper can be described as follows. In Sect. 2.3,
given a generic KCSM with constraints satisfying few rather mild conditions,
we identify the critical value of the density of vacancies defined as g, = inf{q :
0 is a simple eigenvalue of £} with the critical value of a naturally related boot-
strap percolation model (Proposition 2.5). Notice that a general result on Mar-
kov semigroups (see Theorem 2.3 below) implies that for any g > ¢, the
reversible measure p is mixing for the process generated by £. Next, in Sect. 3,
we identify a natural general condition on the associated bootstrap percola-
tion model which implies the positivity of the spectral gap of £ (Theorem 3.3)
and therefore exponential decay of correlations. In its simplest form the condi-
tion requires that the probability that a large cube is internally spanned (i.e. the
block does not contain blocked configurations, see Definition 3.4 below) is close
to one. For all the models discussed in Sect. 6 our condition is satisfied for all
q strictly larger than g.. Our findings disprove some conjectures in the physics
literature [19,21], based on numerical simulations and approximate analytical
treatments, on the existence of a second critical point g, > 0 at which the spec-
tral gap of FAjf (j > 2) vanishes and below which correlation functions would
decay in a stretched exponential form ~ exp(—t/7)? with g < 1.

There are two main strategies in our proofs. The first one is the Bisection-Con-
strained or B-C approach (see Sect. 4), which combines the bisection technique
of [28] with the novel idea of considering auxiliary constrained models on large
length scales with scale dependent constraints. This allows to prove positivity
of the spectral gap provided constraints are satisfied with high probability. The
second one is the Renormalization-Constrained or R-C approach (see Sect. 5),
which consists in a renormalization procedure which allows to map all different
models at any density into a basic KCSM, the so called *-general model. Inside
the ergodicity region and with a proper choice of the size of the blocks, the R-C
procedure leads to the *-general model in a regime in which its constraints are
satisfied with high probability and therefore susceptible to be analyzed via the
B-C method.

Atthe end of the Sect. 3 we also analyze the so called persistence function F(¢)
which represents the probability for the equilibrium process that the occupation
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variable at the origin does not change before time ¢. In Theorem 3.6 we prove
that, whenever the spectral gap is strictly positive, F(f) must decay exponen-
tially, with characteristic time tr < 1/(q gap(£)). Such a universal upper bound
suggests a dynamical way (alternative to the use of test functions) to obtain
upper bounds on the spectral gap, see Remark 3.7 and the proof of Theorem
6.9 (i). The fact that 7 is finite whenever the spectral gap is positive disproves
previous conjectures of a stretched exponential decay F(f) ~ exp(—t/7)? with
B < 1for FAlfin d = 1 [5,6] and for FA2f in d = 2 [21]. For the North-East
model at the critical point where gap = 0 we show instead (see corollary 6.18)
that fooo dt F(J/t) = oo, a signature of a slow polynomial decay.

After establishing the positivity of the spectral gap, in Sect. 6 we analyze its
behavior as g | g, for some of the models discussed in Sect. 2.3. For the East
model (g, = 0) we significantly improve the lower bound on the spectral gap
proved in [3] and claimed to provide the leading behavior in [34]. Our lower
bound, in leading order, coincides with the upper bound of [3], yielding that the
gap shrinks as ¢'°2(4/2 for small values of g.

For the FA-1f model (q. = 0) we show that for g ~ 0, the spectral gap is
O@P)ind=1,0(q* ind =2 apart from logarithmic corrections and between
O(q'*?/%) and O(¢?) in d > 3. Again these findings disprove previous claims in
d=2,3[6].

For the FA-2f model (¢. = 0) in e.g. d = 2 we get instead

5 ?
exp(—c/q°) < gap(L) < exp(—@(l + 0(1))) 1.1)

as g | 0. Notice that the r.h.s. of (1.1) represents the inverse of the critical
length for bootstrap percolation [22], i.e. the smallest length scale above which
aregion of the lattice becomes mobile or unjammed under the FA-2f dynamics,
and its square has been conjectured [30,38] to provide the leading behavior of
the spectral gap for small values of q.

As explained above, the techniques developed in this paper are flexible
enough to deal with a variety of KCSM, i.e. with different choices of the con-
straints, even with long range. Furthermore, they can be extend to cover models
with some additional weak static interaction between the occupation variables
[11] and to Kinetically Constrained Lattice Gases (KCLG) [10], namely KCSM
models with a spin-exchange (i.e. conservative) Kawasaki dynamics replacing
Glauber dynamics (see [31,37] for review).

2 The models

2.1 Setting and notation

The models considered here are defined on the integer lattice Z¢ with sites
x = (x1,...,x4) and basis vectors &; = (1,...,0),é> = (0,1,...,0),...,¢4 =

(0,...,1). On Z¢ we will consider the Euclidean norm |x|, the ¢! (or graph
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28 2e

N Ka N Kt

Fig. 1 The various neighborhoods of a vertex x in two dimensions

theoretic) norm ||x||; and the sup-norm ||x||~. The associated distances will be
denoted by d(-,-), d1(-,-) and d (-, -), respectively. For any vertex x we let

Ne={yeZ?: ditx,y) =1},

Ke=1{yeNs: y=x+>L 0, o > 0)

Ni={yezd: y=x+3% wé;, a;=+1,0and 3, a? # 0}
Ki={yeN::y=x+3% a@ a;i=1,0)

and write x ~ y if y € N (Fig. 1).

The neighborhood, the *-neighborhood, the oriented and *-oriented neighbor-
hoods A, 0*A,0, A, 97 A of a finite subset A C 74 are defined accordingly as
IA 1= {UreaNi} \ A, %A = {UreaNJE\ A, 01 A == {Urea K} \ A, 3TA =
{UreaKi}\ A. A rectangle R will be a set of sites of the form

R :=1Tay,b1] x --- x [aq, bg]

while the collection of finite subsets of Z¢ will be denoted by F.

The pair (S, v) will denote a finite probability space with v(s) > 0 for any
s € §. G C S will denote a distinguished event in S, often referred to as the set
of “good states”, and g = v(G) its probability.

Given (S, v) we will consider the configuration space Q2 = sz equipped with
the product measure p = [[ 74 Vx, vx = v. Similarly we define Q4 and px
for any subset A C Z%. Elements of Q (2,) will be denoted by Greek letters
w, n, etc. while the value of the configuration at site x will be denoted by 7y, wy.
We will use the shorthand notation u(f), Var(f) (ua (f), Vara (f)) to denote the
expected value and variance of any f € L?. A function f : Q > R that depends
only on finitely many variables {wy} .7« Will be called local. Finally, if the set S
coincides with the two state-space {0, 1}, we denote by n* the configuration n
flipped at x namely

7= Ny ify #x
Y 1—n ify=x

2.2 The Markov process

Kinetically constrained spin models (KCSM) are Glauber type Markov pro-
cesses in Q (4 ), reversible w.r.t. the product measure p (@4 ). In the following,
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we give a general definition which covers the KCSM which have been more
extensively studied in the physical literature in the context of liquid/glass tran-
sition (see Sect. 2.3 for specific definitions). It also includes the so called Spiral
Model, which have been introduced more recently [36,39] and which we will
analyze in [12]. We also remark that our definition is formulated in order to
include models with more general occupation variables than the 0-1 variables
which are usually considered in the physics literature. The reason for this more
general setting will be clarified in Sects. 4 and 5. In the sequel ergodicity issues
force us to carefully distinguish between the process defined directly on the
infinite lattice Z¢ and the one defined on a finite subset A C Z¢.

KCSM on the infinite lattice Z¢

Each specific model is characterized by a collection {Cy} .7« of families of sub-
sets of Z4 called influence classes and by the choice of the good event G C S.
The influence classes will satisfy the following basic hypothesis:

(a) independence of x:forallx € Z? and all A e C, x ¢ A ;
(b) translation invariance: Cy = Cy + x for all x;
(c) finite range interaction: there exists r < oo such that any element of C, is

contained in U}Zl{y s di(x,y) =]}

The pair (Cy, G) defines the local constraint at x via the following definition.

Definition 2.1 Given a vertex x € Z? we will say that the constraint at x is
satisfied by the configuration w if the indicator

2.1)

o) = 1 if there exists a set A € Cy such thatw, € Gforally € A
710 otherwise

is equal to one.!

Remark 2.2 The constraints ¢, (w) are increasing functions w.r.t the partial order
in Q for which w < o' iff 0, € G whenever w, € G. However, this does not
imply in general that the process described below is attractive in the sense of
Liggett [27].

The process that will be studied in the sequel can be informally described as
follows. Each vertex x waits an independent mean one exponential time and
then, provided that the current configuration w satisfies the constraint at x, the
value wy is refreshed with a new value in S sampled from v and the all procedure
starts again. More formally, we will consider the Markov process associated to

1 In other words the presence of good sites around x facilitates the possibility for wy to fulfill its
constraint. There exist other interesting models (see e.g. [35]) in which the constraints requires a
more complicate configuration around a given vertex than just “all good” and our techniques and
results do not apply to them.
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the self-adjoint Markov semigroup P; := e'£ on L2(u), where the generator L,
a non-positive self-adjoint operator with domain Dom(L£), can be constructed
in a standard way (see e.g. [26,27]) starting from its action on local functions:

Lf@) = D cx(@) () — f)] (22)

xeZd

where 1, (f) = [ dv(wy)f(w) is a function of all wy with y € 74\ {x} and cor-
responds to the local mean with respect to the variable wy computed while
the other variables are held fixed. The Dirichlet form corresponding to L,
D(f) = —u(f - Lf), can be rewritten by using (2.2) as

D(f) = > (e Vare(f)), fe Dom(L)

xeZd

where Var,(f) = [ dv(o)f?(@)— ([ dv(wx)f(a)))z. Due to the fact that the jump
rates are not bounded away from zero, the reversible measure p is certainly not
the only invariant measure: there exist initial configurations that are blocked
forever (all creation/destruction rates are zero) and any measure concentrated
on them is invariant. An interesting question is therefore whether p is ergodic
or mixing for the Markov process and whether there exist other translation
invariant, ergodic stationary measures. To this purpose it is useful to recall the
following well known result (see e.g. Theorem 4.13 in [27]).

Theorem 2.3 The following are equivalent,

(a) limoo Pof = p(f) in L*(u) for all f € L ().
(b)  0is a simple eigenvalue for L.

Clearly (a) above implies that lim,_, o 1 (fP,g) = u(f)u(g) for any f, g € L*(w),
i.e. u is mixing. As we show in the following section in a certain generality, using
condition (b) we are able to prove (see Proposition 2.5 below) that whenever
w is ergodic it is also mixing. However, the following remark should be kept in
mind.

Remark 2.4 Even if u is mixing there will exist in general infinitely many sta-
tionary measures, i.e. probability measures [ satisfying i P; = fi forallt > 0. As
an example take an arbitrary probability measure /i such that z({S\ G}Zd) =1,
namely a measure concentrated on a configuration which is blocked forever.
Note that, by taking proper superposition of blocked configurations, it is possi-
ble to construct stationary measures which are also translational invariant. We
refer the interested reader to [26] for a discussion of this point in the context of
the North-East model.
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KCSM on a finite subset A C Z4

In a finite region A C Z? the process, a continuous time Markov chain, is
characterized by the action of the generator £, which takes the form

Laf(@) =D con(@) [1e(f) = f(@)] (23)

xeA

where ¢, o describe now the finite volume constraints. As in infinite volume, we
denote by D, the associated Dirichlet form. For a given choice of the infinite
volume influence classes {Cy},.7« and of the good event G, the finite volume
constraints cy a could again be defined as in (2.1). However, some care has to
be taken for those x € A with an influence class Cy not entirely contained inside
A.

One possibility is to modify in a A-dependent way the definition of the
influence classes by setting

Cin ={ANA: AecCy) 2.4)

and consequently define cy 4 asin (2.1) with C, replaced by Cx 5. Although such
an approach is feasible and natural, at least for some of the models discussed
below, an important drawback is a loss of ergodicity of the chain. Consider for
example the East model on Z with influence class C, = {x + 1} (see Sect. 2.3).
If we consider the model on A = {1,..., L}, ergodicity is certainly lost since
cr.A(w) = 0Vo. One is then forced to consider the chain restricted to an ergodic
component making the whole analysis more cumbersome (see Sect. 7 for this
approach in the case of the FA-1f model in one dimension).

Another alternative is to imagine that the configuration w is defined also over
the sites outside A where it is frozen and equal to some reference configuration
7, that will be referred to as the boundary condition. Then we can define the
finite volume constraints with boundary condition 7 as

G p@) =c(w- 1) (25)

where ¢, are the infinite volume rates (2.1) and w -t € Q denotes the configura-
tion equal to w inside A and equal to 7 in Z \ A. Notice that, for any x € A, the
rate ¢; , (@) (2.5) depends on 7 only through the indicators {1 eG}zeB, where
B is the boundary set B := (Zd \ A) N (UzeaCy). Therefore, instead of fixing 7, it
is enough to choose a subset M C B, called the good boundary set, and define

(@) =L, (@) (2.6)

where t is any configuration satisfying 7, € G for all z € M and 1, ¢ G for
z € B\ M. We will say that a choice of M is minimal if £, with the rates (2.6) is
ergodic and non-ergodic for any other choice M" C M. The choice M = B will
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be called maximal. For convenience we will write £72% (£Ti") for the generators
with maximal (minimal) choice of the boundary conditions.

2.3 0-1 Kinetically constrained spin models

In most models considered in the physical literature the finite probability space
(S,v) is chosen with S being the two-state configuration space, S = {0,1} and
the good set G is conventionally chosen as the empty state {0}. Any model
with these features will be called a “0-1 KCSM” (kinetically constrained spin
model).

Given a 0-1 KCSM, the parameter ¢ = u(n9 = 0) can be varied in [0,1]
while keeping fixed the basic structure of the model (i.e. the notion of the good
set and the functions c,’s expressing the constraints) and it is natural to define
a critical value g, as

q. = inf{q € [0,1] : Ois a simple eigenvalue of £}

As we will prove below, Vg > g, the value 0 is simple eigenvalue of £ and g,
coincides with the bootstrap percolation threshold qp, of the model defined as
follows [33]. For any 7 €  define the bootstrap map 7 : Q —  by?

Ty =0 ifeither n, =0 or cc(n) =1 27)

Denote by 1 the probability measure on  obtained by iterating n-times the
above mapping starting from z. Asn — oo 11" converges to a limiting measure
1 [33] and it is natural to define the critical value qpp as

gy = inf{g € [0,1]: (o = 0) = 1}

i.e. the infimum of the values g such that, with probability one, the lattice can
be entirely emptied. Using the fact that the c,’s are increasing function of 7 it
is easy to check that 1* (g = 0) = 1 for any q > qpp.

Proposition 2.5 0 is a simple eigenvalue for L if and only if 1 (ny = 0) = 1.
Therefore qc = qpp.

Proof Assume q < qpp and call f the indicator of the event that the origin
cannot be emptied by any finite number of iterations of the bootstrap map 7'
(2.7). By construction Var(f) # 0and Lf = O a.s. (). Therefore 0 is not a simple
eigenvalue of £ and g < q..

Suppose now that g > gp, and that f € Dom(L) satisfies Lf = 0 or, what
is the same, D(f) = 0. We want to conclude that f = const. a.e. (u). For this
purpose we will show that D(f) = 0 implies that the unconstrained Glauber

2 In most of the bootstrap percolation literature the role of the 0’s and the 1’s is inverted.
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Dirichlet form >° u (Vary(f)) is zero which makes the sought conclusion obvi-
ous since Var(f) < > u (Var(f)).

Given x € Z% let A, = Anx = {n: T"'(nx = 0}. Since g > gy, clearly
u(UpA,) = 1. Write

u(Vare(f)) = q / du(If,®) = F e

n=lg,\a,

where we recall from Sect. 2.1 that * denotes the flipped configuration at x. For
any n € A, it is easy to convince oneself that it is possible to find a collection
of vertexes x(1, ..., x® with k and d(x,x?’) bounded by a constant depending
only on n, and a collection of configurations 1, n@ ... n® such that @ = 7,
n® = % 0+ = (0" and ¢, (n) = 1. We can then write [f(n¥) —f(n)] as
a telescopic sum of terms like [f(nV*1) — ()] and apply Schwartz inequality
to get

[auiror ~faf <co ¥ [du@ooife) - s

AN\A,_ y:d(y.x)<C'(n)

where C(n) takes care of the relative density sup, .4, n(n)/ w(n?) and of the
number of possible choice of the vertexes {x() }]1.‘:1.

By assumption D(f) = 0 i.e. fdu(a)cy(a)[f(ay) —f(a)]2 = 0 for any y and
the above inequality implies that the unconstrained Dirichlet form is also zero.
Therefore, f = const. a.e. (1) and the proof is complete. ]

Having defined the bootstrap percolation itis natural to divide the 0-1 KCSM
into two distinct classes.

Definition 2.6 We will say that a 0-1 KCSM is non-cooperative if there exists a
finite set V C Z? such that any configuration  which is empty in all the sites
of V reaches the empty configurations (all 0’s) under iteration of the bootstrap
mapping. Otherwise the model will be called cooperative.

Remark 2.7 Because of the translation invariance of the constraints it is obvi-
ous that any configuration 7 identically equal to zeroin V +x, x € Z¢, will reach
the empty configuration under iterations of 7. It is also obvious that g, and
therefore g, are zero for all non-cooperative models.

In what follows we will now illustrate some of the most studied models.

[1] The East model [16]. The model is one-dimensional, © = {0, 1}Z, with
influence class Cy = {x + 1}: a vertex can flip iff its right neighbor is empty.
On a finite volume A C Z the boundary set is given by the site to the right
of the rightmost x € A, namely B = 9; A. The minimal boundary condition is
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7 empty on the right boundary, i.e. M = B. The model is clearly cooperative
and g, = 0 since in order to empty the whole lattice it is enough to start from
a configuration for which any site x has a vacancy to its right.

[2] Frederickson—Andersen (FA-jf) models [17,18]. The model is d-dimen-

sional, 2 = {0, 1}Zd. Take 1 <j < d, the influence class of FA-jf model are
Cx={ACN;:|A|l =)}

In words a vertex can be updated iff at least j of its neighbors are 0’s. For
all choices of j, the set of boundary sites is B = dA. When j = 1 the mini-
mal boundary conditions is exactly one 0 on dA, namely M = {z}, z € JA.
If instead 1 < j < d, a boundary condition which guarantees ergodicity is
M = 94 A. This condition is minimal for rectangles when j = d. If j = 1 the
model is non-cooperative with V = {0} while for j > 2 it is cooperative. In any
case ¢ = 0[33].

[3] The Modified Basic (MB) model. The modelis d-dimensional, 2 = {0, 1}Zd,
and the influence classes are

Ce={ACN:AN{—¢,¢} #0, foralli=1,...,d}

i.e. a move at x can occur iff in each direction there is a 0. The boundary set
is B = 0A, i.e. coincides with the one of FA-jf models for the same value of
d. Once again a minimal boundary condition on a rectangle is M = 3 A. The
model is cooperative and g. = 0 [33].

[4] The North-East (N-E) model [25]. The model is two-dimensional, Q =

{0, 1}22, and its influence classes are
Cx = {Kx}

i.e. amove at x can occur iff both in the north and in the east direction there is
a 0. In this case B = 94 A and the only possible (and therefore minimal) choice
of boundary conditions which guarantee ergodicity is M = 94 A. The model
is cooperative and the critical point g, coincides with 1 — p2 where p? is the
critical threshold for oriented percolation in Z? [33].

2.4 Quantities of interest

We now define the main quantities that will be studied in the sequel.
The first object of mathematical and physical interest is the spectral gap (or
inverse of the relaxation time) of the generator £, defined as

D)

inf
feDom(L) Var (f)
f#const

gap(L) = (2.8)
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and similarly for the finite volume version of the process. A positive spectral
gap implies that the reversible measure u is mixing for the semigroup P; with
exponentially decaying correlations,

Var (Pif) < exp(—tgap(£)) Var(f), [ e L*(u).

It is important to observe the following kind of monotonicity that can be ex-
ploited in order to bound the spectral gap of one model with the spectral gap
of another one.

Definition 2.8 Suppose that we are given two influence classes Cp and C;), denote
by cx(w) and ¢/ (w) the corresponding rates and by £ and £’ the associated gen-
erators on L%(p). If, for all € Q and all x € Z, (@) < cx(w), we say that £
is dominated by £'.

Remark 2.9 The term domination here has the same meaning it has in the con-
text of bootstrap percolation. It means that the KCSM associated to £’ is more
constrained than the one associated to L.

Clearly, if £ is dominated by £’, D'(f) < D(f) and therefore gap(L) < gap(L).

As an example we can consider the FA-1f model in 74, where Cy is the col-
lection of non-empty subsets A of Aj (see above). If instead we consider C;
with the extra constraint that A must contain at least one vertex between +¢;,
we get that the spectral gap of the FA-1f model in Z¢ is bounded from below by
the spectral gap of the FA-1f model in Z. This in turn is bounded from below by
the spectral gap of the East model which is known to be positive [3]. Similarly
we could lower bound the spectral gap of the FA-2f model in Z¢, d > 2, with
that in Z2, by restricting the sets A € Cy to e.g. the (e, é>)-plane.

In finite volume the comparison argument is a bit more delicate since it heav-
ily depends on the boundary conditions. For example, if we consider the FA-1f
model in a rectangle with minimal boundary conditions, i.e. a single 0 in a site
belonging to d A, the argument discussed above would lead to a comparison
with a non-ergodic Markov chain whose spectral gap is zero.

Remark 2.10 The comparison technique can be quite effective in proving pos-
itivity of the spectral gap but the resulting bounds are in general quite poor,
particularly in the limiting case g = q..

A second, quite effective, observation concerns the monotonicity of the spec-
tral gap for a given model when considered on different finite volumes.

Lemma 2.11 For any finite A C Z¢ and V C A,

0 < gap(LEY™) < gap(Ly™)

Proof Foranyf € L%(Qy, uy) we have Vary (f) = Vary (f) because of the prod-
uct structure of the measure s and D (f) < Dy (f) because, for any x € V and
any w € Q4, cx A (@) < cxy(w) since By C B U A. The proof follows at once
from the variational characterization of the spectral gap. O
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Remark 2.12 The above monotonicity is in general not true if we replace the
maximal choice of the boundary conditions with the minimal one.

The third observation we make consists in relating gap(£) to its finite volume
analogue with maximal boundary conditions.

Proposition 2.13 Assume that inf s . gap(LY*) > 0. Then gap(L) > 0.

Proof Following Liggett Chap. 4 [27], for any f € Dom(L) with Var(f) > 0 pick
a sequence of local functions f,, € L?(£, i) so that f,, — f and Lf, — Lf in L?.
Then Var(f,) — Var(f) and D(f,,) — D(f). But since f;, is local

Var(f,) = Var (f,) and D(f,) = DY (fn)

provided that A is a large enough square (depending on f;,) centered at the
origin. Therefore

D(f) . max
Var(f) = II\IgF gap(La™) > 0.

and gap(L) > inf s gap(Lp) > 0. O

The second quantity of interest is the so called persistence function (see e.g.
[21,34]) defined by

F() = / di(n) PGl (s) = no, Vs < 1) (2.9)

where {c"(s)}s>0 denotes the process at time s started from the configuration
n at time 0. In some sense the persistence function provides a measure of the
“mobility” of the system.

3 Main results for 0-1 KCSM

In this section, we state our main results for a general 0-1 KCSM with generator
L.

Fix an integer length scale ¢ larger than the range r and let Z4(¢) = ¢24.
Consider a partition of 74 into disjoint rectangles A; :== Ao+ 2,z € Z4(0),
where Ag={xeZé: 0<x;<t—1,i=1,...,d}.

Definition 3.1 Given ¢ € (0,1) we say that G, C {0,1}*0 is a e-good set of
configurations on scale ¢ if the following two conditions are satisfied:

(@) w(Gp=1-e

(b)  For any collection {£™® brekcy of spin configurations such that é™® e G,
for all x € K7, the following holds. For any & € © which coincides with
£0) in U, xc; Aex, there exists a sequence of legal moves inside Uyexcs A
(i.e. single spin moves compatible with the constraints) which transforms
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£ into a new configuration r €  such that the Markov chain in A¢ with
boundary conditions 7 is ergodic.

Remark 3.2 In general the transformed configuration r will be identically equal
to zero on 33 Ag. As will be clear fom Corollary 3.5 below assumption (b) has
been made having in mind models like the East, FA-jf, M-B or N-E which,
modulo rotations, are dominated by a model with influence class C, entirely
contained in the sector {y : y = x + 2?21 aié;, o; > 0}. Here we deal only with
these models and we refer to [12] for the analysis of models which do not have
the above property, such as the Spiral Model introduced in [36,39]. In this case
a non rectangular geometry for the tiles in the partition of Z? adapted to the
choice of the influence classes {Cy}, .7« should be used.

With the above notation our first main result, whose proof can be found in
Sect. 5, can be formulated as follows.

Theorem 3.3 There exists a universal constant €y € (0,1) such that if there exists
¢ and a €y-good set Gy on scale € then inf ycr(gap(LY™) > 0. In particular
gap(L) > 0.

In several examples, e.g. the FA-jf and Modified Basic models, the natural can-
didate for the event Gy is the event that the tile Ag is “internally spanned”, a
notion borrowed from bootstrap percolation [2,13,14,22,33]:

Definition 3.4 We say that a finite set I' C Z is internally spanned by a config-
uration n e Q if, starting from the configuration ' equal to one outside I" and
equal to n inside I', there exists a sequence of legal moves inside I" which con-
nects ' to the configuration identically equal to zero inside I' and identically
equal to one outside T'.

Of course whether or not the set Ay is internally spanned for n depends only
on the restriction of n to Ag. One of the major results in bootstrap percolation
problems has been the exact evaluation of the u-probability that the box Ag
is internally spanned as a function of the length scale ¢ and the parameter ¢
[2,13,14,22,33]. For non-cooperative models it is obvious that for any g > 0
such probability tends very rapidly (exponentially fast) to one as £ — oo, since
the existence of at least one completely empty finite set V + x, x € Ag, allows
to empty all Ag (see Definition 2.6). For some cooperative systems like e.g. the
FA-2f and Modified Basic model in Z?, it has been shown that for any ¢ > 0
such probability tends very rapidly (exponentially fast) to one as £ — oo and
that it abruptly jumps from being very small to being close to one as £ crosses a
critical scale £.(q). In most cases the critical length ¢.(q) diverges very rapidly
as q |, 0. Therefore, for such models and ¢ > £.(q), one could safely take G, as
the collection of configurations 7 such that Ay is internally spanned for . We
now formalize what we just said.

Corollary 3.5 Assume that limy_, (Ao is internally spanned ) = 1 and that
the Markov chain in Ay with zero boundary conditions on Uy¢ K Nex is ergodic.
Then gap(L) > 0.
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The second main result concerns the long time behavior of the persistence
function F(f) defined in (2.9).

Theorem 3.6 Assume that gap(L) > 1/y > 0. Then there exists a constant ¢ > 0
such that F(t) < e~ For small values of q the constant c can be taken propor-
tional to q/y.

Proof Clearly F(t) = Fy(t) + Fo(t) where

Fi(t) = / du(n) P(oy (s) = 1foralls <1

and similarly for Fy(¢). We will prove the exponential decay of Fi (¢); the case of
Fy(?) can be treated in a similar way.
For any A > 0 the exponential Chebychev inequality gives

t
Fi(0) = / du(n)]P’( / ds o] (s) = t) <e™E, (eﬂb’ ds oy ()
0

where E,, denotes the expectation over the process started from the equilib-
rium distribution x. On L2 (1) consider the self-adjoint operator H := L+ L1V,
where V is the multiplication operator by og. By the very definition of the scalar
product < f, g > in L?(1) and the Feynman—Kac formula, we can rewrite

E, (e Jio0®)y as < 1, 31 > . Thus, if B;. denotes the supremum of the spec-
trum of H;,

IEM(eA f(fﬂo(s)) < etbr.

In order to complete the proof we need to show that for suitable positive A the
constant S, / is strictly smaller than one.
For any norm one function f in the domain of H, (which coincides with
Dom(£)) write f = o1 + g with < 1, g > = 0. Thus
<f Hf>=<g Lg>4a’r <1, Vl>+4r <g Vg>+2ha <1,Vg>
<O—1/y) <g.g> +a2ip+2ial(<g g > pg)'* (3.1)

Since 0?4+ < g, g>=1

Bu/r= sup [ =1/ =) +pa? +20((1 —adpg) ?} (32)

O<a<l
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If we choose A = 1/(2y) the r.h.s. of (3.2) becomes

sup (1 +p)a®—1+ 20((1 — ozz)pq)l/2
O<a<l
< sup 1+pa?-1 +2(1 - ozz)pq)l/2 = P17 +p<1
O<a<l 1+p

since p # 1. Thus Fj(¢) satisfies

P S
Fi(f) <e ',

A similar computation shows that Fy(f) < e~"/7¢ with ¢ independent of gq. O

Remark 3.7 The above result indicates that one can obtain upper bounds on the
spectral gap by proving lower bounds on the persistence function. Concretely
a lower bound on the persistence function can be obtained by restricting the
wn-average to those initial configurations » for which the origin is blocked with
high probability for all times s < ¢. In Sect. 6, we will see few examples of this
strategy.

4 Analysis of a general auxiliary model

Consider the model characterized by the influence classes C, = {K}}, x € 74,
an arbitrary finite probability space (S, v) and a choice of the good event G C §
with g := v(G). For concreteness we will call it the *-general model and denote
its generator by L. In a finite region A € F and with the above choice for the
influence classes, it is immediate to verify that the boundary set is B = 9} A.
Moreover, due to the oriented character of the influence classes, the maximal
choice for the good boundary set, M = B, is the only possible choice which
guarantees ergodicity” in finite volume and therefore it is also the minimal one.
The generator of the *-general model in A, denoted by Ly, is given by (2.3)
with rates (2.6) and M = B.

The Proof of Theorem 3.3 is based on the positivity of the spectral gap of £
for g large enough, a result which we will prove in Theorem 4.1 below.

In turn, the main ingredient in the Proof of Theorem 4.1 is the bisection
technique of [28], combined with the novel idea of considering an accelerated
block dynamics which is itself constrained. We will refer to this strategy with
the name Bisection-Constrained or B-C approach.

We now state our main theorem concerning the *-general model.

3 The fact that with this choice of M the chain is ergodic follows once we observe that, starting
from the sites in A whose *-oriented neighborhood is entirely contained in A€ and whose existence
is proved by induction, we can reach any good configuration &’ € G® and from there any other
configuration @.
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Theorem 4.1 There exists qo < 1 independent of S, v such that for any q > qo
inf L 1/2
inf gap(La) > 1/

and in particular gap(L) > 0.

Proof Since we are choosing maximal good boundary conditions, thanks to
Lemma 2.11 on the monotonicity of the spectral gap in nested volumes, we
need to prove the result only for rectangles. Our approach is based on the
“bisection method” introduced in [28,29] and which, in its essence, consists in
proving a suitable recursion relation between the spectral gap on scale 2L with
that on scale L. At the beginning the method requires a simple geometric result
(see [8]) which we now describe.

Let [ := (3/2)k/ 2 and let Fy, be the set of all rectangles A C 74 which,
modulo translations and permutations of the coordinates, are contained in

[0, k1] x -+ x [0, ltq]

The main property of Fy is that each rectangle in F\[Fx_; can be obtained as a
“slightly overlapping union” of two rectangles in F;_;. More precisely we have:

Lemma 4.2 For all k € 7, for all A € Fi\Fy_1 there exists a finite sequence
(A, Ag) VX, inFr_1, where sj := Ll,1(/3j, such that, letting 8, := %\/E -2,

() A=AV UAY,
(i)  da\AY, A\AY) > 5,
i) (A naP)n(aP na?)=n ifij
Proof Proof is given in [8], Proposition 3.2. ]

The bisection method then establishes a simple recursive inequality between
the quantity yx := sup, e, gap(L A)~ ! on scale k and the same quantity on scale
k — 1 as follows.

Fix A € Fy\FF;_1 and write it as A = A1 U A, with Aq, Ay € Fy_q satisfying
the properties described in Lemma 4.2 above. Without loss of generality we can
assume that all the faces of A; and of A, lay on the faces of A except for one
face orthogonal to the first direction ¢; and that, along that direction, A1 comes
before Ay.Setl = A{NA> and write, for concreteness, I = [ay,b]x- - -x[ag, byl
Lemma 4.2 implies that the width of I in the first direction, b1 — aq, is at least §.
Let also 9,1 = {b1} x - - - X [aq, b4] be the right face of I along the first direction.

In what follows, for simplicity, we suppress the indexi and we set By := A\ Az
and B := A, (see Fig. 2).

Next, for any x,y € Aj and any w € Q, we write x — y if there exists
a sequence (x, ..., x"™) in A, starting at x and ending at y, such that, for
anyj=1,...,n — 1, x? ~ x0*D and v ¢ G, where ~ has been defined
in Sect. 2.1. With this notation we finally define the bad cluster of x as the
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Bl BQ

orl

Fig.2 The two blocks and the strip /

set Ay(w) = {y € Aq;x = y}. Notice that, by construction, w; € G for any
z € 0" Ax(w).

Definition 4.3 We will say that o is I-good iff, for all x € 9,1, the set Ay(w) U
0*Ax(w) is contained in B;.

With the help of the above decomposition we now run the following con-
strained “block dynamics” on 4. The block B, waits a mean one exponential
random time and then the current configuration inside it is refreshed with a new
one sampled from p,. The block By does the same but now the configuration
is refreshed only if the current configuration w is /-good.

The Dirichlet form of this auxiliary chain is simply

Dolock (f) = ia (c1 Varg, (f) + Varg, (f))

where ¢y (w) is just the indicator of the event that w is /-good and Varg, (f),
Varp, (f) depend on wpE and wpg respectively.

Denote by yplock (A) the inverse spectral gap of this auxiliary chain. The fol-
lowing bound, whose proof is postponed for clarity of the exposition, is not
difficult to prove.

Proposition 4.4 Let ¢ = m;ix P(w is not I-good) where the maxy is taken over

the sy possible choices of the pair (A1, A2). Then

1

A -
Vblock( ) < 1_@
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In conclusion, by writing down the standard Poincaré inequality for the block
auxiliary chain, we get that for any f

1
Vary (f) < (m

The second term, using the definition of y; and the fact that B, € Fy_q is
bounded from above by

) A (Cl VaI'Bl (f) + VarBz (f)) (41)

A(Vargz(f)) < Ykt D ia(cx, Vare(f)) (42)

xeBy

Notice that, by construction, for all x € B> and all w, cx g, (@) = cx,a (®). There-
fore the term > . By MA (cx,B2 Varx(f)) is nothing but the contribution carried
by the set B; to the full Dirichlet form Dy (f).

Next we examine the more complicate term 4 | c; Varp, (f)) with the goal
in mind to bound it with the missing term of the full Dirichlet form Dy (f).

For any I-good w, let 1, = Uyep 1Ax(w) and let B, be the connected (w.r.t.
the graph structure induced by the ~ relationship) component of By U I \
(T, U 3*I1,, U 3,1) which contains B (see Fig. 3).

A first key observation is now the following.

Claim 4.5 For any z € 3% B,, it holds true that w; € G .
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Proof of the claim To prove the claim suppose the opposite and let z € 07 B,,
be such that w, ¢ G and let x € B,, be such that K} > z. Necessarily z € I,
because of the good boundary conditions in 37 A and the fact that w, € G for all
y € 0*I, U (3,1 \ T1,). However z € I, is impossible because in that case z €
Ay(w) for some y € 9,1 and therefore x € Ay(w) U 0*Ay(w) i.e. x € T, U 0*I],,
a contradiction. O

The second observation is the following.

Claim 4.6 Forany ' € Qq := {I1, I — good}, the event {w : T, = I'} does not
depend on the values of w in Br, the connected component (w.r.t. ~) of
B1UI\T Ud*T" U .l which contains Bj.

Proof of the claim FixI'" € Qp. The event I1,, = I' is equivalent to:

(i) w;eGforanyz e d I \T;
(i) w; e Gforanyz e d*I' NI,
(iii) w; ¢ Gforallz eT.

In fact trivially IT,, = I" implies (i),(ii) and (iii). To prove the other direction
we first observe that (i) and (iii) imply that IT,, D T. If [T, # T there exists
z € I, \ " which is in 8*" N I and such that w; ¢ G. That is clearly impossible
because of (ii). ]

If we observe that Varg, (f) depends only on wp,, we can write (we omit the
subscript A for simplicity)

,u(cl Varp, (f)) = Z w(My,=ry Varg, ()

'eQno
= > > usnD D ulnin,=r) Varg, ()
FeQmn wB)\1 of
= > D> wsn\D Y wlong)Mn,=ry Y o) Varg, (f) (4.3)
FeQn wpy\1 O o[p

where Ir = Br N [ and we used the independence of Iy, —r} from wy;,..
The convexity of the variance implies that

> wlwr) Varg, (f) < Varg. (f) (4.4)

w[r

The Poincaré inequality together with Lemma 2.11 finally gives

VarBr (f) = gap(ﬁBr)71 Z MBr (Cx,Br Varx(f))

XGBr

< gap(Lp,un) ! z wBy (¢ Varx(f)) (4.5)

XEB]"

@ Springer



Kinetically constrained models 479

The role of the event {I1,, = I'} should at this point be clear: it guarantees (see
Claim 4.5) that for any @ € Q4 such that IT,, = I', @, is in the good event G for
all sites z in the boundary set of the restricted volume Br, which implies

cxa(w) = cxpr(wBr) Vx € Br (4.6)

if Tym,=r; = 1, where wp,. is the restriction of w to the set Br. Indeed if
Cx C Br C A, then ¢y 4 and ¢, g depend only on the configuration in Cy C Br,
where o and wp,. coincide. Otherwise, if Cy ¢ Br and z € C, with z ¢ Br, then
¢x, By 1s defined by fixing good configuration on z, which is also true for cy A (@)
evenif z ¢ 07 A thanks to the result of Claim 4.5 and to the constraint forced
by ]I{nm:r} =1.

If we finally plug (4.4), (4.5) and (4.6) in the r.h.s. of (4.3) and recall that
BiUI = Ay € Fir_1, we obtain

HA (61 Varp, (f)) < gap(La,) ' (c1 Z cx.a Vary(f))

XEan
< Yk—1 MA(Z cx,a Varg(f)) (4.7)
xeA
This, together with (4.1) and (4.2), yields
1
Vara () = (1——=) 7 (DA(f) + D ua(cea Varx(f))) (4.8)
\/a xeANA2

Averaging over the s = Ll,lc/ 3J possible choices of the sets A1, Ay gives

1 1

Var, (f) < (m)yk—l(l + Q)DA(JC) (4.9)
which implies that
Yk < (;)(1 + l)J/k—l (4.10)
1— . Jex Sk
k

1 1
<k []( )1+ ) (4.11)

! j=ko 1- \/8_] Sj

where ky is the smallest integer such that §;,, > 1 and we recall (see Proposition
4.4) that ¢; is the probability that a configuration is not I-good, maximized over
all the s; possible choices for the stripe I.

It is at this stage (and only here) that we need a restriction on the probability
q of the good set G. If g is taken large enough (but uniformly in the cardinality
of S), elementary percolation arguments imply that the quantity &; becomes
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exponentially small in §; = %\/E — 2 (the minimum width of the intersection
between the rectangles Ay, Ay on scale [;) with a large constant rate and the

convergence to 1 of the infinite product []2; (#87)(1 + sl,-) follows. Further-

more, since an elementary coupling argument gives yx, < (//q)“*o for a suitable
constant ay,, we conclude that there exists a universal constant go < 1 (i.e.
independent on the choice of S,v which characterize each *-general model)

k 1 1y
such that for g > go the product yg, [1i_y, (m)(l + S—j) is smaller than2. O
Proof of Proposition 4.4 For any mean zero function f € L2(Q4, iup) let

mif = up,(f), mf = up, ()

be the natural projections onto LZ(QBi,/LBi), i = 1,2. Obviously mymf =
mom1f = 0. The generator of the block dynamics can then be written as:

Lotoekf = c1(maf —f) +mf = f
and the associated eigenvalue equation as
ci1(mof —f) +mf —f = Af. (4.12)

By taking f(op) = g(oB,) we see that A = —1 is an eigenvalue. Moreover, since
c1 < 1,2 > —2. Assume now 0 > A > —1 and apply > to both sides of (4.12)
to obtain (recall that ¢; = ¢1(oB,))

—mof = Amaf = mf =0 (4.13)

For any f with m>f = 0 the eigenvalue equation becomes

mf
=Y 4.14
f 1+A+4+c ( )
and that is possible only if
1
=1
/‘LBz(l Tt Cl)
We can solve the equation to get
r=—=14,/1—pup,(c1) < -1+ /e
]
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5 Proof of Theorem 3.3

If we consider the *-general model analyzed in the previous section with S =
{0,1} and G = {0}, we immediately realized that all the 0-1 KCSM defined in
Sect. 2.3 are dominated by it. Therefore Theorem 4.1 together with the com-
parison technique explained in Sect. 2.4 imply positivity of the spectral gap for
all the models in Sect. 2.3 provided that the corresponding parameter g satisfies
q > qo. However in Theorem 3.3 a much stronger result is claimed, namely pos-
itivity of the spectral gap in the whole ergodic region g > ¢.. It is therefore not
surprising that we need some renormalization or block analysis to go beyond
the perturbative regime. Such an approach is what we call the Renormaliza-
tion-Constrained or R-C approach and it basically allows us to map all models
at g > g, into a *-general model with triple (S, v, G) depending on the original
model but with v(G) > qp.

Let us now provide the technical details. For the relevant notation we refer
the reader to Sect. 3.

Define ¢g = 1 — qo where qo is the threshold appearing in Theorem 4.1
and assume that £ is such that there exists a €p-good event G; on scale £.
Consider the *-general model on Z4(¢) with § = {0,1}20, v = a, and good

event G,. Obviously the two probability spaces = ({0, 12, n) and Q(0) =

(SZd(K), [Ticza © vx) coincide. Thanks to condition (a) on G, we can use theorem
4.1 to get that for any f € Dom(L)

Var(f) <2 > (e Vary, () (5.1)

xeZ4 ()

where the (renormalized) rate ¢, (o) is simply the indicator function of the event
that for any y € K, ,, the restriction of o to the rectangle Agy belongs to the
good set Gy on scale £.

In the sequel we will often refer to (5.1) as the renormalized- Poincaré inequal-
ity with parameters (£, Gy).

Let us examine a generic term u(?:x(é) Vary, (f)) which we write as

1
: / A (€)e(€) / / dun, @ dpn,[f@ -6 —fa-OF  (52)

By assumption, if ¢, (§) = 1 necessarily there exists r and a sequence of config-
urations (6@, M £M) n < 3¢9 with the following properties:

(i) &0 =fand&™ =r;
(i)  the chain in A, with boundary conditions 7 is ergodic;
(ili) &9tV is obtained from £ by changing exactly only one spin at a suitable

site x € Uye]qx/ell\gy;

(iv) the move at x” leading from & to £@*+D is permitted i.e. ¢, @) = 1
foreveryi=0,...,n.
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Remark 5.1 Notice that for any i = 0,...,n, the intermediate configuration &)
coincides with & outside UYE’CTx/aA‘y' Therefore, given £ = 5, the number of
starting configurations & = £ compatible with 5 is bounded from above by

(2(1_1)[{1 . ye P q (Zd—l)éd
2 and the relative probability 1 (£)/u(n) by max(a, 1—7) )
By adding and subtracting the terms f(o - 7),f(n - 7) inside [f(o - &) — f(n - é)]2

and by writing f(o - 7) — f(o - £) as a telescopic sum z;:ll [flo &) —flo-&)]
we get

[fo & —fn-O <3[fc-1)—far- ]

n—1 n—1
+3n > [f(o - £7) — fo - ED) 30D [fr-8T) — f - D)) (53)

i=1 i=1

If we plug (5.3) inside the r.h.s. of (5.2) and use properties (i),...,(iv) of the inter-
mediate configurations {&® }iL, together with the Remark 5.1 and the fact that
the inverse spectral gap in A, with ergodic boundary conditions t is bounded
from above by a constant depending only on (g, £), we get that there exists a
finite constant ¢ := c(q, ) such that

n(Ce(§) Vara, (f)) <c Z 1 (cy Vary ()

yeAnyEKtr/{] Agy

and therefore, thanks to (5.1), the proof of the positivity of the spectral gap is

complete.

6 Specific models

In this section, we analyze the specific models that have been introduced in
Sect. 2 and for each of them we prove positivity of the spectral gap for g > g,
together with upper and lower bounds as q | ¢..

6.1 The East model

As a first application of the Bisection-Constrained method explained in Sect. 5
in the context of the *-general model, we reprove the result contained in [3] on
the positivity of the spectral gap, but we sharpen (by a power of 2) their lower
bound.

Theorem 6.1 For any q € (0,1) the spectral gap of the East model is positive.
Moreover, for any § € (0,1) there exists Cs > 0 such that

gap(ﬁ) > Caql()gz(l/fﬁ/(z_(;) (61)

@ Springer



Kinetically constrained models 483

In particular
lim log(1/ gap)/(log(1/9))* = (2log2)"! (6.2)

Remark 6.2 Notice that (6.2) disproves the asymptotic behavior of the spectral
gap suggested in [34].

Proof The limiting result (6.2) follows at once from the lower bound together
with the analogous upper bound proved in [3].

In order to get the lower bound (6.1) we want to apply directly the bisection
method used in the proof of Theorem 4.1 but we need to choose the length
scales /i, a little bit more carefully.

Fix § € (0,1) and define [, = 2%, 8, = 1, */|,5, := [[/°]. Let also Fy
be the set of intervals which, modulo translations, have the form [0, £] with
e [, I + 111(_5/6] and define y; as the worst case over the elements A € Fy
of the inverse spectral gap in A with empty boundary condition at the right
boundary of A. Thanks to Lemma 2.11 the worst case is attained for the inter-
val Ay = [0,[; + l,lc_é/ 6]. With these notation there exists ks independent of g
such that the same result of Lemma 4.2 holds true as long as k > k5. We can
then repeat exactly the same analysis done in the proof of Theorem 4.1 to get

that
) = 1 = 1
v < v ] v ]‘[(1+S—j) (6.3)

Jj=ks J=ks

Here the quantity ¢ is just the probability that an interval of width & is fully
occupied (see Proposition 4.4) i.e. &, = p°. The convergence of the product in
(6.3) is thus guaranteed and the positivity of the spectral gap follows.

Let us now discuss the asymptotic behavior of the gap as g | 0.

We first observe that yi,; < (1/q)% for some finite «s. That follows e.g. from
a coupling argument. In a time lag one and with probability larger than g% for
suitable o, any configuration in A, can reach the empty configuration by just
flipping one after another the spins starting from the right boundary. In other
words, under the maximal coupling, two arbitrary configurations will couple in
a time lag one with probability larger than g% i.e. yx; < (1/9)**. We now ana-
lyze the two infinite products in (6.3). The second one, due to the exponential
growth of the scales, is bounded by a constant independent of q.

To bound the first factor, we define

Jx =min{j 1 g < ey~ logy,(1/q)/(1 —6/2)
and we obtain

() D)= ) o

j=ks j=1
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where we used the bound 1/(1 — \/&;) <1+ (e/(e — 1)) /gj valid for any j > j,
together with

Zlog(

i) 2T 2

J=1% J>J
o0
< I /dx exp(—q(2*1=%/2) 2y = Ay / dz exp(—qz/2)/z
e_
ja—1 205 -1)(1-8/2)

< 24527 G DA=8/2) =1 gy @2 Ge=DA=3/2) 1) — ©

for some constant C independent of g.
Observe now that 1 —g; > 1 — e 1 > Agqé;j for any j < j, and some constant

A ~ ¢~ 1. Thus the r.h.s. of (6.4) is bounded from above by

(_)1* H5—1 (1/q)]* 0=(1=8/2)j3/2 , (1/q)10g2(1/Q)/(2 )]
j=1

as q | 0 for some constant a.

6.2 FA-1f model

In this section, we deal with the FA-1f model. Our main result are the followings

Theorem 6.3 For any q € (0,1) the spectral gap of the FA-1f model is positive.

Theorem 6.4 For any d > 1, there exists a constant C = C(d) such that for any
q € (0,1), the spectral gap gap(L) satisfies the following bounds.

C'¢® <gap) <Cg®  ford=1,
C'¢?/log(1/q) < gap(L) < Cq*  ford =2,
Clq? <gap(L) < Cq'ti  ford >3

Proof of Theorem 6.3 The proof follows at once from Corollary 3.5 because
the probability that the rectangle A of side ¢ is internally spanned is equal to
the probability that A is not fully occupied which is equal to 1 — (1 — q)‘zd Ot
as { — oo. O

In the next result we discuss the asymptotic of the spectral gap for g | 0. Such
a problem has been discussed at length in the physical literature with varying
results based on numerical simulations and/or analytical work [6,7,24]. As a
preparation for our bounds we observe that on average the vacancies are at
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distance O(g~'/?) and each one of them roughly performs a random walk with
jump rate proportional to g. Therefore a possible guess is that

gap(£L) = O(g x gap of a simple RW in a box of side O(qil/d) ) = O(q1+2/d)

However, a recent work in the physics community [24], which uses the mapping
of FA-1f into a diffusion limited aggregation model and its treatment by ren-
ormalization theory, leads to the conjecture gap ~ ¢> for any d > 2. For d = 2
the two above conjectures coincide and we prove that indeed gap(£) = O(g?)
up to log corrections. On the other hand, for d > 3 we are not able to prove
or disprove any of the two conjectures: our bounds are consistent with both of
them.

Proof of Theorem 6.4 We begin by proving the upper bounds via a careful
choice of a test function to plug into the variational characterization for the
spectral gap. Before doing that, we notice that we could alternatively use the
strategy outlined in Remark 3.7, which uses the result in Theorem 3.6 relating
the persistence function to the spectral gap. However this strategy, which will
be used in the next sections to obtain the upper bounds for MB, FA-jf and for
N-E models, provides a very poor upper bound for FA-1f. Indeed, the use of
the persistence result together with the fact that a region has probability ~ 1/2
to be internally spanned if / ~ 1/¢'/? (see proof of Theorem 6.3), would imply
gap(L) < ¢'/%1. Let us now describe our choice for the test functions.

Fix d > 1 and assume, without loss of generality, ¢ <« 1. Let also £, =

(ll"()gg((lf__‘?)))l/d ~ rog~ Y4 with a9 = |log(1 — qo)|"/¢, where qq is as in Theorem

4.1. Let g be a smooth function on [0, 1] with support in [1/4,3/4] and such that

1 1
/ ad e g(@)da =0 and / al e P@yda =1.  (6.5)
0 0
Set (see Fig. 4)
&(o) :=sup{f:o(x) =1for all x such that |x|c < ¢}
and notice that forany k = 0,..., ¢,
— 1 — k¢ k+1)? d—1 ,—qk?
wE =k =p* —p ~ qdk“e (6.6)

Having defined the r.v. £ the test function we will use is f = g(£/¢,). Using (6.6)
together with (6.5) one can check that

1
Var(f) ~ o q'/e. (6.7)
q
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On the other hand, by writing T, for the spin-flip operator in x, i.e. Ty(0) = o*
using reversibility we have

o Ty 2
D(f) = Zu[cx [g(gg )—g(})} ]
q q

xeZ4

t 2
o Ty
=2 2.» [cx [g(é X )—g(é)] ]Ié‘:k:| (68)
q

xeZd k=0
Lty k+1 k N2
=2 Z (g( , ) _g([)) Z w(exMgor, mkt1Mg=k) -
1 q q X
k=Latq=1l Itllaomk-+1

Notice that for any k, any x such that ||x|.c = k+ 1,

w(exTeor, —k+1Tg—)
=pxléoTiy=k+1E=kpEoli=k+1[E=kuE =k

T E =k

<c

for some constant ¢ depending only on d. The factor g above comes from the
fact that, given that £ = k and & o Ty = k + 1, x is necessarily the only empty
site in the (k + 1)th-layer. Therefore, the flip at x can occur only if the nearest
neighbor of x in the next layer is empty (see Fig. 4). Moreover, given ¢ = k, the
conditional probability of having zero at x and the rest of the layer completely
filled is of order 1/k%~1. It follows that

Z w(exlgor,mky1Temk) < qu € =k).
x| x|lco=k+1

Fig.4 Indimension?2,a
configuration o where
Eo)=kand &) =k+1

R{\

p k42
k41
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In conclusion, using (6.6) and writing o := k/¢,,

L3¢
: k+1 k \2
D) < g D nE=h(s(—)-s))
k=[1eg—1] a 1
: :
1+3
~ %/ad*le*()‘o"‘)dg/ ()% do ~ 9 (6.9)
= ty
1
7

as q | 0. The upper bound on the spectral gap follows from (6.7), (6.9) and (2.8).

We now discuss the lower bound. We will not use the B-C approach used
for the East model, since this would lead to very poor bounds. For example in
d = 1 we would obtain the same bound (6.1) as for East, which is far from the
claimed gap > cq. We will instead start by relating the spectral gap in infinite
volume to the spectral gap in a g-dependent finite region via a variant Renor-
malization-Constrained approach discussed in Sect. 5. More precisely, we will
start again by the renormalized-Poincaré inequality (5.1) for a proper *-gen-
eral model. However, instead of writing inequalities corresponding to (5.2) and
(5.3) to treat the variances inside the blocks, we use a different method which
is feasible thanks to the non-cooperative character of the model.*

Denote by ££\Z} the generator of the FA-1f model in A with good (and min-
imal) boundary set M = {z} C dA. With a slight abuse of notation we denote

by cizl}\ the corresponding rates.

Lemma 6.5 Let A,:={xeZ% : |x|loo <r—1} and define gap(q) :=inf,, gap(ﬁi\zr})
where the infimum is over z € A, and r € [£4,2¢4]. Then there exists a constant
C = C(d) such that

gap(L) > Cgap(q)

Notice that, since we are dealing with minimal good boundary conditions and
not with the maximal ones (M = B = dA), the monotonicity of the spectral
gap in nested volumes does not necessarily hold (see the remark below Lemma
2.11).

Proof of the Lemma The starting point is the bound (5.1) for £ = £;:

Var(f) <2 D" u(é Vara, () (6.10)

xeZd(ty)

4 Alternatively we could follow exactly the R-C approach, as will be done in next section for FA-2f
and MB. However, since we are interested in the asymptotic for ¢ |, 0, properly weighted paths (in
the same spirit as the proof of Proposition 6.6) should be used when rewriting the second and third
term of (5.3) in terms of the Dirichlet form of FA-1f.
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Recall that ¢x(o) is simply the indicator function of the event that for any
y € Ki, /¢ the block Ay is internally spanned for o, i.e. it is not completely filled.

Let us examine a generic term M(Ex Vary, (f)). Given o such that ¢y(o) = 1,
let r = r(o) be the largest 0 < r < £, such that there exists an empty site on
dArx, Where A,y = {y 1 doo(y, Ax) < r}. Letalso £(o) be the first (w.r.t a chosen
order) empty site in dA,, of o. Exactly as in the proof of Theorem 4.1 the
convexity of the variance implies that

(@ Vara, () < w(lr<e, D Tee; Vary, () (6.11)

Z€AA,x

Thanks to the constraint Tz, the variance Var,,  (f) is computed with at least
an empty site in z and we can use the Poincaré inequality for the FA-1f model
in A,y with good boundary set M = {z} (i.e. corresponding to the generator

Eifr}x) to get

n(er Var, (0) = w(gap@ ™" Y Teme D wa (), Vary () ) (612)

Z€I Ay YEA,x

Thanks again to the constraint Ie—,, for all y € A, c;ﬁ\m < ¢y, where ¢, are

the infinite volume rates for FA-1f. If we insert this inequality in (6.12) and then
we use (6.10) we finally get

Var(f) < gap(@)~' C(d) D, p(ey Vary(f)
yeZd

and the lemma follows. O

The proof of the lower bound will then be complete once we prove the following
result.

Proposition 6.6 There exists a constant C = C(d) such that for any q € (0, 1),

7 ifd=1
gap(q) = C {q*/log(1/q) ifd=2 (6.13)
q* ifd=3

Proof of the Proposition Fixabox A ofside £, < £ < 2{, and consider the gen-
erator in A with minimal choice of the good boundary conditions at x* € dA.
We will show that the corresponding spectral gap satisfies the inequalities of
the lemma uniformly in £ and in the choice of the site x*.

We begin with the d = 2 case. The starting point is the standard Poincaré
inequality for the Bernoulli product measure on A (see e.g. [4, Chap. 1]). For
every function f

Vary (f) < Zu (Varx(f)) . (6.14)

xeA
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Fig. 5 An example of
geodesic for the path yy ——— i

Our aim is to bound from above the r.h.s. of (6.14) with the Dirichlet form of the
FA-1f model in A and minimal boundary conditions at x*. The idea of the proof
is the following. Computing the local variance Var,(f) at x involves a spin—flip
at site x (n — n*) which might or might not be allowed by the constraints,
depending on the structure of the configuration around x. The idea is then to
(see Figs. 5 and 6 for a graphical illustration):

(i) define a geometric path y, inside A connecting x to the (unique) empty
site x* at the boundary of A;
(i) look for the empty site on yy closest to x;
(iii) move it, step by step using allowed flips, to one of the neighbors of x but
keeping the configuration as close as possible to the original one;
(iv)  do the spin—flip at x in the modified configuration.

In order to get an optimal result the choice of the path yy is not irrelevant and
we will follow the strategy of [32] to analyze the simple random walk on the
graph consisting of two squares grids sharing exactly one corner.

Let a pair e = (n,7”) = (e™,e™) be an edge iff c;’fA}(n) =1 (i.e. the spin-flip
at y in the configuration 7 is a legal one), we can rewrite the Dirichlet form as

D) =D ue) (feh) —fe)’.

where the sum is over the edges. To any edge e = (1, 1”) we associated a weight
w(e) defined by w(e) =i+ 1 if dy(y,x*) = i.

Let now, forany x € A, yy = (o, xD x@ . x®=D x) be one of the geode-
sic paths from x* to x such that, for any y € y,, the Euclidean distance between
y and the straight line segment [x, x*] is at most +/2/2 (see Fig. 5).

Given a configuration o we will construct a path Ty, o« = {n©, D ... 5@},
j < 2n, with the properties that:

(i) 79 =0¢andn? =0
(ii) the path is self-avoiding;
(ili)  for any i the pair (n“~—1,n®) forms an edge and the associated spin—flip
OCCUrS On Yy;
(iv) for any i the configuration n differs from o in at most two sites.
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We will denote by [Ty o]y 1= D L the weighted length of the path

ecly L ox w(e)

'y ox. By the Cauchy-Schwartz inequality, we have

D (Vare(f) = pg ([f(ff") - f(ff)]z)

xXeA xXeA
2

vw(e)(fet) — fle7))
pq; ;u«(o) eeéﬁ =

PaD. D w@Tomorly > we) (fleh) — fe))

xXeA o eel, _ ,x

= pa > (fe") —fe))’we) D w@)Tomorln

xelAo:

VAN

Iy sx2e

D¢)max {22205 o))

N

xelAo:

Ty gx2e

Fix an edge e = (,n”) with w(e) = i + 1. Let C denotes a constant that does
not depend on g and that may change from line to line. By construction, on one
hand we have for any o and x such that [y_or 3 ¢, X2 < C ;—2 because of

> plen)
property (iii) of 'y 5x. On the other hand, for any o and x,

2¢,

1
IToorly < C - < Clog(ty).
i=1

And finally, by construction, one has (see [32, Sect. 3.2])

[Al

#{(x,0) : Toor e} <CH{y:p 3y} < Cl.+—1.

Collecting these computations leads to

D m(Var(f) <

xeA

q% log(1/q) D(f).
i.e. the claimed bound on gap(q).

In d > 3, the above strategy applies in the same way but one needs a differ-
ent choice of the edge-weight w(e) namely w(e) = (i + 1)42 (see again [32,
Sect. 3.2]). In d = 1 instead one can convince oneself that the weight function
w = 1in the previous proof leads to the upper bound 1/, up to some constant.

It remains to discuss the construction of the path I'y_,,x with the desired
properties. Given o, x and yy = (xo = x*,x1,x@ . x=D x = x) define
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ip =max{0 <i<n—1:0x?) =0}. In this way for any i > ip + 1, 0 (x?) = 1.
We will denote by Y = (n*)” the configuration 7 flipped in x and y.

If iy = n — 1 then trivially ', -« = {o,0"}. Hence assume that iy < n — 2.
We set

- {n(o) — o.M, Q=D _ O_x}

. (ip+D) . (ig+k) y(ip+h+1)
with n® = ¥ and for k = 1,....n — iy — 1, n@0 = 077X

7](2k+1) — Ux<i0+k+1>

k]

(see Fig. 6). One can easily convince oneself that 'y, o

satisfies the prescribed property (i) — (iv) set above. O
Lig
‘Z‘*
\ [ Xe} ® 0 [ Xe) ® 0 ® 0 [ Xe} e 0
[ _NeNe) [eeXe) [eleNe) @00 [ NeXe) @00 @00
LA X ] " eee - ee@oO - eeo0 -> eo0oO0 - eoce """ L XN ]
x" [ X ) L[] [ ] (X ] oe
77(0) =0 n(l) 7’](2) 77(3) o’

Fig.6 The pathI';_, ,x

The proof of the lower bound is complete. O

6.3 FA-jf and Modified Basic model in Z¢

Next we examine the FA-jf and Modified Basic (MB) model in Z¢ with d > 2
andj <d.

Theorem 6.7 Forany q € (0,1) any d > 2 and j < d the spectral gap of the FA-jf
and M B models are positive.

Proof Under the hypothesis of the theorem both models have a trivial boot-

strap percolation threshold g, = 0 and moreover they satisfy the assumption

of Corollary 3.5 (see [33]) for any g > 0. Therefore gap > 0 by Corollary 3.5.
]

We now study the asymptotic of the spectral gap as g | 0 and we restrict
ourselves to the most constrained case, namely either the MB model or the
FA-df model. For this purpose we need to introduce some extra notation and
recall some results from bootstrap percolation theory (see [23]).

Let § € {1,...,d}. We define the §-dimensional cube Q°(L) := {0,...,L —
1) x {1}479 ¢ 74 By a copy of Q%(L) we mean an image of Q°(L) under any
isometry of Z.

Definition 6.8 Given a configuration ,, we will say that Q%(L) is “8 internally
spanned” if {1,...,L — 1}% is internally spanned for the bootstrap map associ-
ated to the corresponding model restricted to Z° (i.e. with the rules either of
the FA-6f or of the MB model in Z?). Similarly for any copy of Q°(L).
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Define now
IL,q) = ,u(Qd(L) is internally spanned)

and let exp” denote the n-th iterate of the exponential function. Then the fol-
lowing results is known to hold for both models [13,14,22,23].
There exists two positive constants 0 < A1 < A, such that for any € > 0

AM —€
lim 79 (exp?~1(ZL—= = 1
Jim, (eXp ( 7 ),q) 0 (6.15)

A
lim 74 (expdfl(z—“),q) 1 (6.16)
q—0

Moreover there exists ¢ = ¢(d) < 1 and C = C(d) < oo such that if £ is such
that Id(é,q) > c then, for any L > ¢,

IL,q) =1 — Ce /¢ (6.17)

For the FA-2f model and for the MB model for all d > 2 the threshold is sharp
in the sense that A; = A, = A with A = 72/18 for the FA-2f model and A = 72/6
for the MB model [22,23]. We are now ready to state our main result.

Theorem 6.9 Fix d > 2 and € > 0. Then for both models there exists ¢ = c(d)
such that

[expd‘l(c/qZ)T1 < gap(L) < [expd—1(k57—e)]*l d=3  (6.18)

exp(—c/q°) < gap(L) < exp(—(k‘q—_é)) d=2 (6.19)

asq | 0.

Proof In the course of the proof we will use the following well known obser-
vation. If a configuration 7 is identically equal to 0 in a d-dimensional cube Q
and each face F of 9Q is “(d — 1) internally spanned” (by ), then Q U dQ is
internally spanned.

(i) We begin by proving the upper bound following the strategy outlined in
Remark 3.7. Fix ¢ > 0, let A; be the cube centered at the origin of side
Ly = expd_l(M*Té/z) and let m = expd_z(q—Kz) where K is a large constant
to be chosen later on. Define the two events:

A = {n: Aqisnot internally spanned}
B = {n: any (d — 1)-dimensional cube of side m inside A1 is
“(d — 1) internally spanned”}. (6.20)

Thanks to (6.16) and (6.17), u(A) > 1/2 and u(B) > % if K and ¢ are chosen
large enough and small enough respectively. Therefore w(A N B) > 1/4 for
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small g. Pick now n € A N B and consider 7 which is identically equal to one
outside A; and equal to n inside. We begin by observing that, starting from
n, the little square Q of side m centered at the origin cannot be completely
emptied by the bootstrap map 7T (2.7). Assume in fact the opposite. Then, after
Q has been emptied and using the fact that n € B, we could empty 00 and
continue layer by layer until we have emptied the whole Aq, a contradiction
with the assumption € A. The above simple observation implies in particular
that, if we start the Glauber dynamics from 7, there exists a point x € Q such
that oy (s) = ny for all s > 0. However, and this is the second main observation,
ift = %Lh by standard results on “finite speed of propagation of information”
(see e.g. [28]) and the basic coupling between the process started from 5 and
the process started from 7,

P (Elx € Q:0)(s) # o (s) for some s < t) <1
Therefore

1 1
PAxeQ: of()=ne¥s < L) = 5

for all sufficiently small g.
We are finally in a position to prove the r.h.s. of (6.18). Using theorem 3.6
combined with the above discussion we can write
_agap
e 20+p) > F([)

/ dp(mP@Ex € Q: 0/(s) =ny Vs <
ANB

=10l ]

thatis gap < c¢ log(|Q|) /qt for some constant c, i.e. the sought upper bound for
q small, given our choice of t.
(i) We now turn to the proof of the lower bound in (6.18).

It is enough to consider only the MB model since, as explained in Sect. 2.4,
MB is dominated by the FA-df model and therefore has a smaller spectral gap.

Fixe € (0,1),let £ = exp?~!((A +5¢€)/q), » = n%/6, and let m = exp?~2(1/¢?)
if d > 3and m = K/q?% if d = 2, where K is a large constant to be fixed later on.
Let E; be the event that Q¢(¢) contains some copy of 0% (m) which is internally
spanned and let E, be the event that for each § € [1,...,d — 1], every copy of
Q% (m) in Q4(£) is “8 internally spanned”. Then it is possible to show (see Sect. 2
of [23] for the case d > 3 and Sect. 4 of [22] for the case d = 2) that both u(E7)
and u(FE») tend to one as ¢ — 0if K is chosen large enough.

The first step is to relate the infinite volume spectral gap to the spectral gap
in the cube A9 = Q%(¢) with good boundary set M = 0% Ao and we denote by
Cx,A, the corresponding rates. To this purpose we will proceed via the Renor-
malization-Constrained strategy introduced to prove Theorem 3.3 in Sect. 5.
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Proposition 6.10 There exists a constant ¢ = c(d) such that, for any q small
enough,

Ci

gap(L) > e~ ' gap(La,)

Proof As in the case of the FA-1f model, our starting point is the renormalized
Poincaré inequality (5.1) on scale £ and €p-good event G, := E; N E,. Thanks
to (5.1) we can write

Var(f) <2 Z w (Cx Vara, (f))

x€eZ(t)
where the ¢,’s are as in (5.1). Without loss of generality we now examine the
term p (Co Vary, (f)).

Lemma 6.11 There exists a constant ¢ = c(d) such that, for any q small enough,

i (20 Vara,(F) < e gap(Lag) ™t D ey Vare(f)

XeUyercruio) Ay

where the cy’s are the constraints for the MB model.
Clearly the lemma completes the proof of the proposition O

Proof of the Lemma By definition

Vary, () < gap(Lag) ™" D mag(cxa, Var(f)

xelAg

Notice that, if K} C Ag, then cy 5, < ¢ . If we plug the above bound into
n (Eo Var,,, (f)) and use the trivial bound ¢y < 1, we see that it would be enough
to prove

(80 cxny Vare() < e ey Var(D) + > D" i Var(f) - (621)

yeK zehy

for all x € Ag such that K¥ ¢ Ag to conclude. For simplicity we assume that
Ky N Ag consists of a unique point z € Ay, and we proceed as in the proof
of Theorem 3.3. Assign some arbitrary order to all cubes of side m inside Ay,.
Because of the constraint ¢ on the configuration & in Uy K Ayy, foreachy € K

there exists a sequence of configurations (£, M .. M) n < 2m? with the
following properties:

(i) &9 =¢and ™ = ¢, where £ is completely empty in the first cube
QO C Ayy of side m which was internally spanned for £ and otherwise
coincides with &;
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(i) £@*D isobtained from £ @ by changing exactly only one spin at a suitable

site x? € Q;
(iii)  the move at x” leading from &® to £+ is permitted i.e. ¢, (@) = 1
foreveryi =0,...,n.

Remark 6.12 Notice that, given £) = 5, the number of starting configurations
& = £ compatible with 7 is bounded from above by 2em’ ¢ — ¢(d), and the

relative probability u(€)/u(n) by (p/q

)cmd
We can proceed as in (5.3) and conclude that

~ /o d A~
1 (Co cx,ng Varg(f)) < €™ (@ co cx,n, Var(f))

+ Z Z u(co Cx,AoCz Var(f)) (6.22)

yekKi zehyy

where now ¢o is the indicator of the event that for each y € K there exists
a cube Q C Ay, of side m which is completely empty. The second term in
the above inequality arises from the above described path inside the blocks
Uyekc; Aey which leads from & to &' (namely it is the analogous of the second
and third term of (5.3)). The above inequality together with (6.21) reduces the
proof of the lemma to the proof of inequality

™ 1120 B cx.n Var () < e ey Vare(f)) (6.23)

Next we observe that for any sequence of adjacent (in e.g. the first direction)
cubes Q1,03,...,Qj of side m inside Ayy, ordered from left to right, and for
any configuration n € E; which is identically equal to 0 in Q1, one can construct
a sequence of configurations (@, ™, ... n™), n < jm4, such that:

(i) 7 =nandn™ is completely empty in Q; and otherwise coincides with

n; )

(i) Y isobtained from 5 by changing exactly only one spin at a suitable
site x@ € U_, O3

(iii) the move at x leading from 7 to n*V is permitted i.e. ¢,y (n?) = 1
foreveryi=0,...,n.

In other words one can move the empty square Q; to the position occupied by
Qj in no more than jm? steps. The construction is very simple and it is based
on the basic observation described at the beginning of the proof. Starting from
01 and using the fact that any copy of 091 (m) inside Aygy is “(d — 1) inter-
nally spanned”, by a sequence of legal moves one can first empty Q,. Next one
repeats the same scheme for Q3. Once that also O3 has been emptied one back-
tracks and readjust all the spins inside Q> to their original value in the starting
configuration 1. The whole procedure is then iterated until the last square Q) is

emptied and the configuration 7 fully reconstructed in Ui;} 0.
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The key observation at this point is that, given an intermediate step n® in
the sequence, the number of starting configurations 5 compatible with n® is

bounded from above by 2j - 4" and the relative probability u(3®)/u(n) by

d
(p/q)zm . By using the path argument above and by proceeding again as in
(5.3), we can finally obtain

) ~N o~ 1 ad - A
e (@0 Co e, Vary(f)) < 20 (o Cox cx,n, Vary(f)) (6.24)

where ¢o is the indicator of the event that there exists a cube Q of side m,
laying outside A¢ and such that K7 N Af§ C O, which is completely empty. This
implies ¢ Cox Cx,a, < Cx, since the sites in T N A§ which are considered empty
for ¢y A, due to the good boundary are also empty for the infinite volume rates
¢y thanks to ¢g . Furthermore, since ¢ < e’ for a proper ¢ when g — 0, the
proof of (6.23) and therefore of the lemma is complete. O

As asecond step we lower bound gap(£,,) by the spectral gap in the reduced
volume Aj := Q? ) (we assume here for simplicity that both ¢ and m are pow-
ers of 2). To this end we partition Ag into disjoint copies of A1, {Agl)}?i and,
mimicking the argument of Sect. 4, we run the constrained dynamics of the
x-general model on Ao with blocks {Agl)}lzil and good event the event that
for each § € [1,...,d — 1], every copy of Q%(m) in Qd(ﬁ/Z) is “§ internally
spanned”. By choosing the constant K appearing in the definition of m large
enough the probability of G is very close to one as ¢ — 0 and therefore the
Poincaré inequality

2d
Var, (f) <2 ; (e Var o () (6.25)

holds, where ¢; are the constraints of the x-general model. At this point we can
proceed exactly as in the proof of Lemma 6.11 and get that the r.h.s. of (6.25) is
bounded from above by

d
e gap (L, )71 Do (f)

for some constant ¢ = c¢(d). We have thus proved that

- md -
gap(La,) " < e gap(La,) ™!
If we iterate N times, where N is such that 2~V¢ = m we finally get

cN m‘

gap(La,) ! < eV gap(Lay) 7!

where Ay = QY. This together with Proposition 6.10 and gap (£ N)_l < e’
achieves the proof. O
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6.4 The N-E model

The N-E model s the natural two-dimensional analogue of the one-dimensional
East model. Before giving our results we need to recall some definitions of ori-
ented percolation [15,33]. A NE oriented path is a sequence {x@ ,xM . . x)}
of distinct points in Z? such thatx*+D = x4 018 +are5, aj = 0, 1and oy +ap =
1 for all i. Given a configuration n €  and x, y € Z?, we say that x — y if there
is a NE oriented path of occupied sites starting in x and ending in y. For each
site x € Z2 its NE occupied cluster x is the random set

Ci(n)i=1{yeZ® : x—y)

The range of C,(n) is the random variable

st = |0 if Ce(n) = 9
= Y supfl + ly —xlly : v € Co(p)}  otherwise

Remark 6.13 1If Ay(n) > 0 then at least A,(n) legal (i.e. fulfilling the NE con-
straint) spin flip moves are needed to empty the site x.

Finally, we define the monotonic non decreasing function 6(p) := u(Ag = o0)
and let

p? =inf{p € [0,1] : 6(p) > 0}

It is known (see [15]) that 0 < p? < 1. In [33] it is proved that the percolation
threshold and bootstrap percolation threshold of N-E model (see Sect. 2.3) are
related by p¢ = 1 — g5, and therefore, thanks to Proposition 2.5, gc = 1 — p{.
The presence of a positive threshold g, reflects a drastic change in the behavior
of the NE process when g < g, due to the presence of blocked configurations
(NE occupied infinite paths) with probability one. In [26] it is proved that the
measure p on the configuration space is mixing iff ¢ > g, a result that also
follows at once from the arguments given in the proof of our Proposition 2.5
since 6(p?2) = 0 [9].

We now analyze the spectral gap of the N-E process above, below and at the
critical point g..
Case q > qc. This region is characterized by the following result of [15].

Proposition 6.14 If p < p? there exists a positive constant ¢ = ¢(p) > 0 such
that

1
lim ——logu(Ag > n)=¢ (6.26)
n—oo n

We can now state our main theorem.

Theorem 6.15 For any q > q. the spectral gap of the N-E model is positive.
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2

_ {z: |zl = L}

-
-
.

.

1:: % ey

0 L ’LL'1 0 Z L- ’ ;'L L EL‘ 1
Fig. 7 An example of configuration n with the sets Co(n) (on the left) , C(()L)(n) and ?;‘él‘)(n) (on
the right)

Proof Recall the notation of Sect. 3. Using Theorem 3.3 we need to find a
set of configurations G, satisfying properties (a) and (b) of Definition 3.1. Fix
8 € (0,1) and ¢ > 2 and define

Gy := {n € {0,1}"0 : # occupied oriented path in Ag longer than £°}

Since ¢ > g, we can use (6.26) to obtain that for any € € (0,1) there exists
Lc.(q,¢,8) such that, for any ¢ > £.(q,¢,8), u(G¢) > 1 — & and property (a)
follows. Property (b) also follows directly from the definition of G,. Indeed,
if the restriction of a configuration n to each one of the squares Ag + £x,
x € K, belongs to Gy, then necessarily there is no occupied oriented path in

Urek{Ao + €x} of length greater than 3¢°. Therefore, by a sequence of legal
moves, all the 3% Ao can be emptied for 1 and the proof is complete. O

Case q < qc. Following [15] we need some extra notation. For every L € N and
neQlet C{” () = {x € Co() : lIxll; = L} and let

(L) —
§o () =U el

be the projection onto the first coordinate axis of C(()L)(n). Denote by rz, /1 the

right and left edge of EéL) (n) respectively (Fig. 7). If p > p¢ itis possible to show
[15] that there exists positive constants a, { such that

(16" =m0 =any) = u (6" #0 0l zal)) <5 (627)

for any L large enough. We can now state our result for the spectral gap.

Theorem 6.16 Let A C 72 be a square of side L € N. For any q < q. there exists
two positive constants ci, ¢z such that

exp{—c1L} < gap(Lp) < exp{—c2L} (6.28)
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Proof We first discuss the upper bound by exhibiting a suitable test function f
to be plugged into the variational characterization of the spectral gap. For this
purpose let By := {n : ééL) # ¢} and define f = 1, . Since q < g, there exists
two positive constants 0 < k1(q) < k2(q) < 1such that k1 < u(Br) < k2, see
[15]. Thus the variance of f is bounded from below uniformly in L. On the other
hand, by construction,

D(f) = D u(cx Var(f)) < |A| u(Br)

xeA

where By :={n : |§(§L)| =1}={n:r.=1.}.
Thanks to (6.27)

w(Br) < ur, =y N{ry > al}) + p({rp = 1) N {rp < al})
<2 # 0N {re < al)) < 2exp(—¢L)

and the r.h.s. of (6.28) follows.

The bound from below comes from the bisection method of Theorem 4.1
where in Proposition 4.4 ¢y is defined as the probability that there is at least one
left-right NE occupied oriented path. Trivially g, < 1 — ™% for some constant
c. If we plug such a bound bound into (4.10) and we remember that the number
of steps of the iterations grows as clog L, we obtain the desired result. O

The case q = q.
Theorem 6.17 The spectral gap is continuous at q. where, necessarily, it is zero.
Proof Assume g = q. and suppose that the spectral gap is positive. Then, by
Theorem 3.6, the persistence function decays exponentially fast as ¢t — co. We
will show that such a decay necessarily implies that the all moments of the size
of the oriented cluster Cy are finite i.e. ¢ > ¢, a contradiction.

Let H(t) := {n : Ao(n) > 2t} and observe that, again by the “finite speed

of propagation” (see Sect. 6.3), P(ag(s) =noforalls <t) > % for all n € H(¢).
Using H (¢) we can lower bound F () as follows.

F@t) = / du(n) P(og) (s) = no for all s < 1)

> [ du P = morals <1

which implies,
w(Ag > 20) < 2F(t) < 2¢ ¢ (6.29)
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for a suitable constant ¢ > 0. But (6.29) together with the fact that |Co| < AZ+1
implies that u (|Co|") < oo foralln € N, i.e. p < p? [1].

The same argument proves continuity at g..

Suppose in fact that limsup,, gap > 0. That would imply (6.29) for any
q > q. with c independent of g, i.e. SUPy~.g, H (|Co]) < o0, again a contradiction
since u (|Cpl) is an increasing function of g which is infinite at g, [15,20]. O

Corollary 6.18 At g = q. the persistence function F satisfies
oo
/ dtF(v/t) = 00
0

Proof By (6.29)

e¢]

/dlM(Ao > 2V1)
0

v

N =

/ dt F(JD)
0

\Y

oo
> %/dzM(|C0| > t) = +o0
0

because u (|Cp|) = +o0 at g.. O

7 Some further observations

We collect here some further comments and aside results that so far have been
omitted for clarity of the exposition.

7.1 Logarithmic and modified-logarithmic Sobolev constants

A first natural question is whether it would be possible to go beyond the Poin-
caré inequality and prove a stronger coercive inequality for the generator £ like
the logarithmic or modified-logarithmic Sobolev inequalities [4]. As it is well
known, the latter is weaker than the first one and it implies in particular that,
for any non-negative mean one function f depending on finitely many variables,
the entropy Ent(P;f) := u (P:f log(P;f)) satisfies:

Ent(P,f) < Ent(f)e™* (7.1)

for some positive «. As we briefly discuss below such a behavior is in general
impossible and both the (infinite volume) logarithmic and modified logarithmic
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Sobolev constants are zero.” For simplicity consider any of the 0-1 KCSM
analyzed in Sect. 6 and choose f as the indicator function of the event that the
box of side n centered at the origin is fully occupied, normalized in such a way
that u(f) = 1. Denote by u/ the probability measure whose relative density
w.r.t. 1 is f. If we assume (7.1) the relative entropy Ent(u/ P,/ ) satisfies

Ent(u/ P;/u) = Ent(P,f) < Cne . (7.2)
which implies, thanks to Pinsker inequality, that
I P = uPlly = I/ Pr = |3y < 2Ent(u/ Po/p) < 2Cne™ (7.3)

e |u P — pPil|7y < e ! for any t > O(a~'log(n)). However, the above con-
clusion clashes with a standard property of interacting particles systems with
bounded rates known as “finite speed of propagation” (see e.g. [28]) which can
be formulated as follows. Let (1) be the first time the origin is updated starting
from the configuration 5. Then [ du/ (n)P(z(n) < £) < Cn®~'P(Z > n/r) where
Z is a Poisson variable of mean ¢ and r is the range defined in Sect. 2.2. The
above bound implies in particular that f du/ (77)1[?2(0(;7 (1) ~ 1foranyt K ni.e.a
contradiction with the previous reasoning.

7.2 More on the ergodicity/non ergodicity issue in finite volume

In Sect. 2.1, we mentioned that one could try to analyze a 0-1 KCSM in a finite
region without inserting good boundary conditions and instead modifying the
influence classes with the choice (2.4), namely by looking only to sites inside A
to satisfy the constraints. In this case the Markov chain is in general non ergodic
and a natural question is to evaluate the spectral gap of the process restricted to
the different ergodic components. Although such an approach appears rather
complicate for e.g. cooperative models, it is within reach for non-cooperative
models.

For simplicity consider the FA-1f model in a finite interval A = [1,...,L].
We consider the generator £, (2.3) with rates (2.1) and influence classes (2.4)
with C; = {x — 1,x 4 1}. In this case the configuration space Q1 has a very
simple decomposition in only two ergodic components: one contains only the
completely filled configuration, the other one is given by QF = {n € Q4 :
> vea x < L}, i.e. contains all configurations with at least one empty site. We
underline that for all other choices of the constraints different from FA-1f, more
complicated decompositions with several components containing more than a
single configuration will occur. Let us now consider the Markov process on Q7
which is ergodic and reversible w.r.t the conditional measure ,uj{ = (] QX).

5 1In finite volume with minimal boundary conditions it is not difficult to show that for some of
the models discussed before the logarithmic Sobolev constant shrinks to zero as the inverse of the
volume.
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We now show how to derive that also the spectral gap of this new process
stays uniformly positive as L — oo. To keep the notation simple we drop the
subscript A from now on.

For any n € Q*, let £(n) = min{x € A : n, = 0} and write, for an arbitrary f,

Var® (f) = u* (Var* (f1£)) + Var™ (u* (f14)) (7.4)

with self explanatory notation. Since Var™(f|&) is computed with “good”,
i.e. zero, boundary condition at &, we get that

Var® (f | &) = Var (f | £)
< const. Zu (cx Vare(f) | §)

x>£&

= const. Z wt (cx Vary(f) | ). (7.5)

x>£&

Therefore, the first term in the r.h.s of (7.4) is bounded from above by a constant
times the Dirichlet form. In order to bound the second term in the r.h.s of (7.4)
we observe that £ is a geometric random variable condition to be less or equal
than L. By the classical Poincaré inequality for the geometric distribution, we
can then write

Var® (W (£16))

L—1
< const. »_ u* (b(X) (W (fleE=x+1D —pt(flE= X)]z) (7.6)
x=1

where b(x) = u (€ =x +1)/uT (€ = x). A little bit of algebra now shows that

wrfle=x)—ut(flE=x+1
=nt (nx+1(f(n) —forth & =X) +ut (fFo) —f) 1E =x+1)

= i* (nerrevrn (F) = F ) 1€ = )
+ut (ex(FOr) = f) 1§ =x+1) (7.7)

In the last equality we have inserted the constraints c,.1 and ¢, because they
are identically equal to one. If we now insert (7.7) into the r.h.s. of (7.6) and
use Schwartz inequality, we get that also the second term in the r.h.s of (7.4)
is bounded from above by a constant times the Dirichlet form and the spectral
gap stays bounded away from zero uniformly in L.
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