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Abstract. — We show that the limit, by rescaling, of the ‘new supersymmetric
index’ attached to the Fourier-Laplace transform of a polarized variation of Hodge

structure on a punctured affine line is equal to the spectral polynomial attached to
the same object. We also extend the definition by Deligne of a Hodge filtration on

the de Rham cohomology of a exponentially twisted polarized variation of complex

Hodge structure and prove a E1-degeneration property for it.
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Introduction

The purpose of this article, mainly concerned with exhibiting properties of the

Fourier-Laplace transform of a variation of Hodge structure, is twofold.

(1) Let X be a compact Riemann surface, let S be a finite set of points on X.

We will denote by j : U = X r S ↪→ X the inclusion. Let f : X → P1 be a mero-

morphic function on X which is holomorphic on U and let (V, V5) be a holomorphic

bundle on U equipped with a holomorphic connection. We denote by M the locally

free OX(∗S)-module of finite rank with a connection having regular singularities at

each point of S and such that M|U = (V, V5) (Deligne’s meromorphic extension of

(V, V5)). In [4], P. Deligne defines a Hodge filtration on the de Rham cohomology of

the exponentially twisted connection H∗DR(X,M⊗ Ef ), i.e., that of the meromorphic

bundle M with the twisted connection V5 + df∧, at least when the monodromy of

(V, V5) is unitary (and thus corresponds to a variation of polarized Hodge structure

of type (0, 0)).
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This Hodge filtration is indexed by real numbers, and Deligne proves a E1-

degeneration property for the de Rham complex. It has a good behaviour with

respect to duality.

One is naturally led to the following questions:

• In what sense do we get a Hodge filtration, i.e., what are the underlying

Hodge properties?

• Why are the jumps of this Hodge filtration related to the eigenvalues of the

monodromy of f around f = ∞ (more precisely, the spectrum of f at infinity

relative to (V, V5))?

• Is there a possible extension of this construction without the unitarity as-

sumption, when (V, V5) is only assumed to underlie a polarized variation of

Hodge structure?

In §6, we extend the construction by Deligne of a filtration on the twisted de Rham

cohomology H∗DR(X,M⊗Ef ) when (V, V5) underlies a variation of polarized complex

Hodge structure and give an answer to the previous questions. However, for simplicity,

we restrict to the case where X = P1 = A1 ∪ {∞} and f is the coordinate function

on A1.

(2) Let H be a complex vector space equipped with a positive definite Hermitian

form h (that we call a Hermitian metric) and two endomorphisms U and Q, where Q

is selfadjoint with respect to h. The other purpose of this article is to give a relation

between polynomials of degree dimH attached to this situation:

• On the one hand, the characteristic polynomial of Q, denoted by

Susy(H,h,U ,Q)(T ).

• On the other hand, the spectral polynomials. The spectral polynomial at

infinity, as defined in §1.a below, is attached to the holomorphic bundle with

a meromorphic connection having a pole of order two associated to U and Q

(cf. §1.d), and denoted by SP∞(H,h,U ,Q)(T ). With a supplementary assumption

called “no ramification”, one can also define the spectral polynomial at the origin

SP0
(H,h,U ,Q)(T ) (cf. §1.b).

There is a rescaling operator µ∗τ , parametrized by τ ∈ C∗, acting on the data

(H,h,U ,Q) (more precisely and more accurately, on the associated integrable twistor

structure, cf. Appendix B).

The other main result of this article (Theorem 7.1) is to prove, under some con-

ditions made explicit below (namely, (H,h,U ,Q) is the de Rham cohomology of

the exponential twist of a variation of polarized Hodge structure on a punctured

line, in particular, the “no ramification” condition holds), a relation conjectured by

C. Hertling:

lim
τ→0

Susyµ∗τ (H,h,U ,Q)(T ) = SP∞(H,h,U ,Q)(T ),

lim
τ→∞

Susyµ∗τ (H,h,U ,Q)(T ) = SP0
(H,h,U ,Q)(T ).

(0.1)
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A similar relation was first proved by C. Hertling (cf. [7, Th. 7.20]) when the connec-

tion ∇ has a regular singularity at z = 0.

The relation between the two approaches (1) and (2) above is made explicit in

Remark 7.2 below. Both questions rely on a detailed analysis of the Fourier-Laplace

transform of a variation of polarized complex Hodge structure on the punctured affine

line.

Remark. — In the recent preprint [13], T. Mochizuki extends the limit theorems 3.1

and 3.5 in the higher dimensional case and gives applications to a characterization of

nilpotent orbits.

Acknowledgements. — I thank Claus Hertling for useful discussions on this subject

and for his comments on a preliminary version of this article. I thank the referee for

his careful reading of the manuscript and useful comments.

1. Connections with a pole of order two

Let Ω be an open disc centered at the origin of C with coordinate z and let H

be a OΩ-locally free sheaf with a meromorphic connection ∇ having a pole of order

two at the origin and no other pole (one can consider a more general situation, but

we will restrict to this setting). We will moreover assume that the eigenvalues of

the monodromy operator and of the formal monodromy operator have absolute value

equal to one (so that the V -filtrations below are indexed by real numbers; here also,

a more general situation could be considered, but we will restrict to this setting).

1.a. Spectrum at infinity. — There exists a unique locally free OP1(∗∞)-

module H̃ equipped with a meromorphic connection ∇ with poles at 0 and ∞ only,

such that ∞ is a regular singularity, and which coincides with H when restricted

to Ω (it is called the meromorphic Deligne extension of (H ,∇) at infinity, cf. [2]).

Let us denote by z′ = 1/z the coordinate at infinity on P1. For any γ ∈ R, the

γ-Deligne extension of H̃ at infinity is the locally free OP1 -module V γH̃ on which

the connection has a logarithmic pole at infinity with residue having eigenvalues in

[γ, γ+1). According to the Birkhoff-Grothendieck theorem, V γH̃ decomposes as the

direct sum of rank-one locally free OP1 -modules V γH̃ = OP1(a1)⊕ · · · ⊕ OP1(ark H )

with a1 > a2 > · · · . We denote by vγ the number of such line bundles which are > 0

and by νγ the difference vγ − v>γ .

We can express these numbers a little differently. We have a natural morphism

(1.1) OP1 ⊗C Γ(P1, V γH̃ ) −→ V γH̃

whose image is denoted by Ṽ γ . This is a subbundle of V γH̃ in the sense that

V γH̃ /Ṽ γ is also a locally free sheaf of OP1 -modules; more precisely, fixing a Birkhoff-

Grothendieck decomposition as above, we have Ṽ γ =
⊕

i|ai>0 OP1(ai) (indeed, for

any line bundle OP1(k), OP1 ⊗C Γ(P1,OP1(k)) → OP1(k) is onto if k > 0 and 0 if
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k < 0) so Ṽ γ is a direct summand of V γH̃ of rank vγ . Restricting to Ω, we get a

decreasing filtration V • of H indexed by R. The graded pieces grγV H := V γ/V >γ

are locally free OΩ-modules (being isomorphic to the kernel of H /V >γ → H /V γ),

and νγ = rk grγV H .

Let us recall the definition of the spectral polynomial SP∞H (cf. [17] or [14,

§III.2.b]).

Definition 1.2 (Spectrum at infinity). — The spectral polynomial of H at infinity is

the polynomial SP∞H (T ) =
∏
γ(T − γ)νγ with (for any zo ∈ Ω)

νγ = rk grγV H = dim i∗zo grγV H = dim V γ/(V >γ + (z − zo)V γ).

In the following, we will often use an algebraic version of the previous construction,

which is obtained as follows: set G0 = Γ(P1, H̃ ), which is a free C[z]-module of finite

rank; the (decreasing) Deligne V -filtration of G := C[z, z−1] ⊗C[z] G0 at z = ∞ is

a filtration V •G of G by C[z′]-free submodules; in particular, z′V γG = V γ+1G and

z∂z + γ = −z′∂z′ + γ is nilpotent on grγV G := V γG/V >γG. Then, Γ(P1, V γH̃ ) =

V γG ∩G0 =: V γG0.

When tensored with OP1(∗∞) and after taking global sections, (1.1) is the inclusion

morphism

C[z] · V γG0 ↪−→ G0.

As C[z] ·V γG0 is a direct summand in G0, this inclusion induces an inclusion of fibres

at zo for any zo ∈ C, and so

V γ
(
G0/(z − zo)G0

)
:= V γG0/[(z − zo)G0 ∩ V γG]

=
[
C[z] · V γG0 + (z − zo)G0

]
/(z − zo)G0

has dimension vγ . Then we also have

νγ(G0) = dim grγV (G0/(z − zo)G0)

= dim(G0 ∩ V γG)
/[

(G0 ∩ V >γG) + ((z − zo)G0 ∩ V γG)
]
.

(1.3)

Example 1.4. — In [17] (where an increasing version of the V -filtration is used, hence

the change of sign below), this polynomial is denoted by SPψ(G,G0). Correspond-

ingly, the set of pairs (−γ, νγ) above is called the spectrum (at infinity) of (G,G0).

When G0 is the Brieskorn lattice attached to a cohomologically tame function on

an affine smooth variety of dimension n + 1 (cf. loc. cit.), the spectrum at infinity is

symmetric with respect to (n+ 1)/2 and the numbers −γ belong to [0, n+ 1] ∩Q.

1.b. Spectrum at the origin. — We now make a supplementary assumption on

(H ,∇). Let us denote by H [1/z] the locally free OΩ[1/z]-module OΩ[1/z]⊗OΩ
H ,

with its natural meromorphic connection. By the Levelt-Turrittin theorem, the asso-

ciated formal module C[[z]][1/z]⊗OΩ
H can be decomposed, after a suitable ramifica-

tion of z, as the direct sum of meromorphic connections which are tensor product of a

rank-one irregular connection with a regular one. Here, we make the assumption that
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no ramification is needed to get the Levelt-Turrittin decomposition (cf. Appendix B for

the need of such a condition). One can formulate this condition in terms of Laplace

transforms, in the coordinate z′ := 1/z:

Lemma 1.5. — The “no ramification” condition is equivalent to saying that the Laplace

transform of the C[z′]〈∂z′〉-module G associated with H has only regular singularities

(included at infinity).

Sketch of proof. — This follows from the slope correspondence in the Fourier-Laplace

transform (cf. [10, Chap. V]). We will not distinguish between the Laplace transform

and the inverse Laplace transform. Assume that G is the Laplace transform of M .

The formal part of M at the origin produces the formal part of slope < 1 of G at

z′ = ∞. By assumption, only the slope 0 can appear, so M is regular at the origin.

A similar reasoning can be done at each singular point of M by twisting by a suitable

exponential term, showing that M has only regular singularities at finite distance.

The part of slope < 1 of M at infinity produces the formal part of G at z′ = 0,

and as G is regular at z′ = 0, only the slope 0 occurs as a slope < 1 for M at

infinity. Slopes equal to 1 for M at infinity would produce singular points of G at

finite distance, and not equal to z′ = 0. There are none. Lastly, slopes > 1 for M at

infinity would produce slopes > 1 for G at z′ =∞. There are none. Hence M has to

be regular (slope 0) at infinity.

Let us set H ∧ = C[[z]]⊗OΩ
H . When the “no ramification” condition is fulfilled,

the Levelt-Turrittin decomposition for H ∧[1/z] already exists for H ∧. There exists

then a finite number of pairwise distinct complex numbers ci (i ∈ I) and a finite

number of free C{z}-modules Hi with a regular meromorphic connection having a

pole of order at most two, such that

(1.6) H ∧ '
⊕
i∈I

(Hi ⊗ E ci/z)∧,

where E ci/z is C{z} equipped with the connection d− cidz/z2. Each Hi is equipped

with a regular meromorphic connection ∇. The free C{z}[1/z]-module Hi[1/z] has

a canonical decreasing Deligne filtration V •Hi[1/z] indexed by real numbers (by our

assumption) so that z∂z − γ is nilpotent on the vector space grγV Hi[1/z].

Definition 1.7 (Spectrum at the origin). — For any i ∈ I, the spectral polynomial of

the regular meromorphic connection Hi at the origin is the polynomial SP0
Hi

(T ) =∏
γ(T + γ)µi,γ , with

µi,γ = dim
Hi ∩ V γHi[1/z]

Hi ∩ V >γHi[1/z] + zHi ∩ V γHi[1/z]
,

and we set SP0
H (T ) =

∏
i SP0

Hi
(T ).

(The choice T + γ is done in order to have similar formulas for SP0 and SP∞.)
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Example 1.8. — When H is the analytization of the Brieskorn lattice G0 of a coho-

mologically tame function on a smooth affine variety (cf. Example 1.4), then Hi 6= 0

only if −ci is a critical value of this function, and H ∧
i is the formal (with respect

to ∂−1
t = z) local Brieskorn lattice at this critical value (this follows from [14,

Prop. V.3.6] for instance). The set of pairs (γ, µi,γ) is the spectrum at this criti-

cal value (with a shift by one with respect to the definition of [23]): it is symmetric

with respect to (n+ 1)/2 and the numbers γ belong to (0, n+ 1). (See also [23], [22]

and [6, Chap. 10–11] and the references therein for detailed results in the case of a

singularity germ.)

Remark 1.9. — Assume that ∇ has a pole of order one on H . Then SP0
H is the

characteristic polynomial of −Res∇ (residue of the connection at z = 0). We also

have SP∞H = SP0
H (cf. e.g. [14, Ex. III.2.6]). We conclude that in an exact sequence

of logarithmic connections, SP∞H and SP0
H behave multiplicatively.

1.c. Connection with a pole of order two by Laplace transform. — Let us

recall the notion of Laplace transform of a filtered C[t]〈∂t〉-module (cf. [14, §V.2.c]

or [19, §1.d]. Let A1 be the affine line with coordinate t and let M be a holonomic

C[t]〈∂t〉-module. We set G := M [∂−1
t ] = C[t]〈∂t, ∂−1

t 〉 ⊗C[t]〈∂t〉M (it is known that G

is also holonomic as a C[t]〈∂t〉-module) and we denote by l̂oc : M → G the natural

morphism (the kernel and cokernel of which are isomorphic to powers of C[t] with

its natural structure of left C[t]〈∂t〉-module). For any lattice L of M , i.e., a C[t]-

submodule of finite type such that M = C[∂t] · L, we set

(1.10) G
(L)
0 =

∑
j>0

∂−jt l̂oc(L).

This is a C[∂−1
t ]-submodule of G. Moreover, because of the relation [t, ∂−1

t ] = (∂−1
t )2,

it is naturally equipped with an action of C[t]. IfM has a regular singularity at infinity,

then G
(L)
0 has finite type over C[∂−1

t ] (cf. [14, Th. V.2.7]). We have G = C[∂t] ·G(L)
0 .

Let us now assume that M is equipped with a good filtration F•M . In the following,

in order to keep the correspondence with Hodge theory, we will work with decreasing

filtrations F •M , the correspondence being given by F pM := F−pM . Let p0 ∈ Z.

We say that F •M is generated by F p0M if, for any ` > 0, we have F p0−`M =

F p0M + · · ·+ ∂`tF
p0M . The C[∂−1

t ]-module ∂p0

t G
(Fp0 )
0 does not depend on the choice

of the index p0, provided that the generating assumption is satisfied (cf. [19, §1.d]).

We thus define the Brieskorn lattice of the filtration F •M as

(1.11) G
(F )
0 = ∂p0

t G
(Fp0 )
0 for some (or any) index p0 of generation.

If we also set z = ∂−1
t , then G

(F )
0 is a free C[z]-module which satisfies G =

C[z, z−1]⊗C[z] G
(F )
0 and which is stable by the action of z2∂z := t.

For any p, we have

(1.12) l̂oc(F pM) ⊂ zpG(F )
0 .
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Indeed, zpG
(F )
0 =

∑
j>0 ∂

−j−p+p0

t l̂oc(F p0M); if p > p0, we have ∂p−p0

t F pM ⊂ F p0M ,

hence the desired inclusion after applying l̂oc; if p 6 p0, we have F pM = F p0 + · · ·+
∂p0−p
t F p0M , and the result is clear.

1.d. Integrable twistor structures. — Let H be a finite dimensional complex

vector space equipped with a Hermitian metric h and of two endomorphisms U and Q,

with Q being selfadjoint with respect to h. Let U † be the h-adjoint of U . Let Ω0 be

an open neighbourhood of the closed disc |z| 6 1 in C and let us set H ′ = OΩ0
⊗CH,

equipped with the meromorphic connection ∇ = d+ (z−2U − z−1Q −U †)dz.

We will denote by T = (H ′,H ′,CS) the associated twistor structure (as defined

in §2.b below, by taking X to be a point).

We will denote by SP∞T (T ) or by SP∞(H,h,U ,Q)(T ) the spectral polynomial at infinity

SP∞H ′(T ). On the other hand, if ∇ has no ramification at the origin, we will denote

by SP0
T (T ) or by SP0

(H,h,U ,Q)(T ) the spectral polynomial at the origin SP0
H ′(T ).

2. A review on integrable twistor D-modules

In this section and in Section 4, we gather the notation and results needed for the

proofs of the main theorems of this article. We refer to [16, 19, 18] for details.

2.a. Integrable harmonic Higgs bundles. — Let X be a complex manifold and

let E be a holomorphic bundle on X, equipped with a Hermitian metric h. For any

operator P acting linearly on E, we will denote by P † its adjoint with respect to h.

Let θ be a holomorphic Higgs field on E, that is, an OX -linear morphism E →
Ω1
X ⊗OX E satisfying the “integrability relation” θ ∧ θ = 0. We then say that (E, θ)

is a Higgs bundle (cf. [26]).

Let E be a holomorphic bundle with a Hermitian metric h and a holomorphic Higgs

field θ. Let H be the associated C∞ bundle, so that E = Ker d′′, let D = D′ + D′′,

with D′′ = d′′, be the Chern connection of h. We say, after [26], that (E, h, θ)

is a harmonic Higgs bundle (or that h is Hermite-Einstein with respect to (E, θ))

if VD := D + θ + θ† is an integrable connection on H. The holomorphic bundle

V = Ker(d′′ + θ†) is then equipped with a flat holomorphic connection V5, which is

the restriction of VD′ := D′ + θ to V .

We say (cf. [7], see also [16, Chap. 7]) that it is integrable if there exist two endo-

morphisms U and Q of H such that

U is holomorphic, i.e., d′′(U ) = 0,(2.1)

Q† = Q,(2.2)

[θ,U ] = 0,(2.3)

D′(U )− [θ,Q] + θ = 0,(2.4)

D′(Q) + [θ,U †] = 0.(2.5)
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Remark 2.6. — Let us note that (U + c Id,Q + λ Id) satisfy the same equations for

any c ∈ C and λ ∈ R. One way to fix λ is to impose a compatibility condition with

a given supplementary real structure. This would impose that Q is purely imaginary

(cf. [7]). We then denote by QHert this choice, which is the only one among the

Q+λ Id, λ ∈ R, to be purely imaginary. With respect to the symmetric nondegenerate

bilinear form deduced from the Hermitian metric and the real structure, QHert is

skewsymmetric, hence its characteristic polynomial satisfies Susy(H,h,U ,QHert)(−T ) =

(−1)dimH Susy(H,h,U ,QHert)(T ).

For any x ∈ X, the Hermitian vector space (Hx, hx) decomposes with respect to

the eigenvalues of Qx. However, these eigenvalues, which are real, may vary with x.

Example 2.7 (Polarized variation of complex Hodge structure). —
If U = 0 (or U = c Id), then, according to (2.5) and (2.5)†, D(Q) = 0 and, working

in a local h-orthonormal frame where Q is diagonal, this implies that the eigen-

values of Q are constant. Let Hp denote the eigen subbundle corresponding to

the eigenvalue p ∈ R. Then D′Hp ⊂ Ω1
X ⊗ Hp, D′′Hp ⊂ Ω1

X
⊗ Hp and (2.4)

implies θHp ⊂ Ω1
X ⊗ Hp−1. The decreasing filtration (indexed by R) defined by

F pH =
⊕

p′>pH
p′ is stable by VD′′, hence induces a filtration F •V of the holomorphic

bundle V := Ker VD′′ by holomorphic subbundles, which satisfies V5F pV ⊂ F p−1V .

Moreover, if we choose a sign εp ∈ {±1} in such a way that, for any p ∈ R, εp+1 = −εp,
the nondegenerate sesquilinear form k defined by the properties that the decompo-

sition
⊕

p∈RH
p is k-orthogonal and k|Hp = εph|Hp , is VD-flat. We thus recover the

standard notion of a polarized variation of complex Hodge structure of weight 0, if

we accept filtrations indexed by real numbers, and if we set Hp = Hp,−p.

2.b. Variations of twistor structures The notion of an integrable variation of

twistor structures (and, more generally, that of an integrable twistor D-module) is a

convenient way to handle integrable harmonic Higgs bundles. It was introduced in

[27]. The presentation given here follows [16], and the reader can also refer to [11,

Chap. 3].

Notation. — If X is a complex manifold, X will denote the conjugate manifold (with

structure sheaf OX), and XR will denote the underlying real-analytic or C∞-manifold.

We will denote by P1 the Riemann sphere, covered by the two affine charts ' A1 with

coordinate z and 1/z, and by p : X × P1 → X the projection.

The coordinate z being fixed, we denote by S the circle |z| = 1, by Ω0 an open

neighbourhood of the closed disc ∆0 := {|z| 6 1} and by Ω∞ an open neighbourhood

of the closed disc ∆∞ := {|z| > 1}.
We will denote by σ : P1 → P1 the anti-holomorphic involution z 7→ −1/z. We

assume that Ω∞ = σ(Ω0). We denote by ι : P1 → P1 the holomorphic involution

z 7→ −z.
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It will be convenient to use the notation X for X×Ω0 and X for X×Ω∞. Let us

introduce the notion of twistor conjugation. Let H ′′ be a holomorphic vector bundle

on X . Then H ′′ is a holomorphic bundle on the conjugate manifold X := X × Ω0

and σ∗H ′′ is a holomorphic bundle on X = X × Ω∞ (i.e., is an anti-holomorphic

family of holomorphic bundles on Ω∞). We will set H ′′ := σ∗H ′′.

By a C∞ family of holomorphic vector bundles on P1 parametrized by XR we

will mean the data of a triple (H ′,H ′′,CS) consisting of holomorphic vector bundle

H ′,H ′′ on X × Ω0 and a nondegenerate OX×S ⊗OS
OX×S-linear morphism

CS : H ′
|S ⊗OS

H ′′
|S −→ C∞,an

XR×S,

where C∞,an
XR×S is the sheaf of C∞ functions on XR × S which are real analytic with

respect to z ∈ S. The nondegeneracy condition means that CS defines a C∞,an-gluing

between the dual H ′∨ of H ′ and H ′′, giving rise to a C∞,an
XR×P1 -locally free sheaf of

finite rank that we denote by H̃ .

Variations of twistor structures. — By a C∞ variation of twistor structure on X we

mean the data of a triple (H ′,H ′′,CS) defining a C∞ family of holomorphic bundles

on P1 as above, such that each of the holomorphic bundles H ′,H ′′ is equipped with

a relative holomorphic connection

(2.8) ∇ : H ′(′′) −→ 1

z
Ω1

X /Ω0
⊗OX×Ω0

H ′(′′)

which has a pole along z = 0 and is integrable. Moreover, the pairing CS has to be

compatible (in the usual sense) with the connections, i.e.,

d′CS(m′,m′′) = CS(∇m′,m′′) and d′′CS(m′,m′′) = CS(m′,∇m′′).

Let us note that we can define ∇ as

∇ : H ′′ −→ zΩ1
X /Ω∞

⊗O
X

H ′′.

If we regard CS as a C∞,an-linear isomorphism

(2.9) CS : C∞,an
XR×S ⊗OX×S

H ′′
|S
∼−→ C∞,an

XR×S ⊗OX×S
H ′∨
|S ,

the compatibility with ∇ means that CS is compatible with the connection d′+∇ on

the left-hand side and ∇∨ + d′′ on the right-hand side, where d′, d′′ are the standard

differentials with respect to X only.

• The adjoint (H ′,H ′′,CS)† is defined as (H ′′,H ′,C †S), with

C †S(m′′,m′) := CS(m′,m′′).

With respect to (2.9), we can write C †S = CS
∨.

• If k ∈ 1
2Z, the Tate twist (k) is defined by T (k) := (H ′,H ′′, (iz−2k)CS).

We say that the variation is

• Hermitian if H ′′ = H ′ and CS is “Hermitian”, i.e., C †S = CS,

• pure of weight 0 if the restriction to each x ∈ X defines a trivial holomorphic

bundle on P1,
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• polarized and pure of weight 0 if it is pure of weight 0, Hermitian, and the Her-

mitian form on the bundle H := p∗H̃ is positive definite, i.e., is a Hermitian metric.

Lemma 2.10 (C. Simpson [27]). — We have an equivalence between variations of po-

larized pure twistor structures of weight 0 and harmonic Higgs bundles, by taking

P1-global sections.

Remark 2.11. — There is a natural notion of a (polarized) variation of twistor struc-

ture of weight w ∈ Z (cf. [27]). We say that T = (H ′,H ′′,CS) is pure of weight w

if the restriction to each x ∈ X defines a bundle isomorphic to OP1(w)d. A Hermi-

tian duality is an isomorphism S = (S′, S′′) : T → T †(−w). We say that S is a

polarization if the Tate twisted object (T ,S )(w/2) is polarized (cf. [16] for details,

see also [11]).

2.c. Integrable variations of twistor structures. — A variation of twistor

structure (H ′,H ′′,CS) is integrable if the relative connection ∇ on H ′,H ′′ comes

from an absolute connection also denoted by ∇, which has Poincaré rank one (cf. [16,

Chap. 7]). In other words, z∇ should be an integrable meromorphic z-connection

on H ′,H ′′ with a logarithmic pole along z = 0. We also ask for a supplementary

compatibility property of the absolute connection with the pairing in the following

way:

z
∂

∂z
CS(m′,m′′) = CS(z∇∂zm′,m′′)− CS(m′,z∇∂zm′′).

[Here, we regard C∞,an
XR×S as the sheaf of germs along X × S of C∞ functions which

are holomorphic with respect to z; when considering it as the sheaf of C∞ functions

which are real analytic with respect to z ∈ S, one should replace the operator z ∂
∂z

with z ∂
∂z − z

∂
∂z .]

Lemma 2.10 can be extended to integrable variations:

Lemma 2.12 (C. Hertling [7], cf. also [16, Cor. 7.2.6]). — The equivalence of Lemma

2.10 specializes to an equivalence between integrable variations of pure polarized twistor

structures of weight 0 and integrable harmonic Higgs bundles, i.e., harmonic Higgs

bundles equipped with endomorphisms U ,Q satisfying (2.1)–(2.5).

Let us indicate one direction of the correspondence. Starting from (H,h, θ,U ,Q),

we construct an integrable variation of Hermitian twistor structures (H ′,H ′′,CS)

by setting H = p∗H on X , with the d′′-operator D′′H := D′′ + zθ† and we set

H ′ = KerD′′H = H ′′. The relative connection (2.8) is defined as the restriction

of D′H := D′ + z−1θ to H ′. The absolute connection is obtained by adding to the

relative connection ∇ the connection in the z-variable d′z + (z−2U − z−1Q −U †)dz

(cf. [7] or [16, §7.2.c] for more details).

Remark 2.13. — Given an integrable variation of twistor structure T = (H ′,H ′′,CS),

we will say that the structure obtained by changing the action of z2∇∂z on H ′ to

z2∇∂z − λz and that on H ′′ to z2∇∂z − λz (λ ∈ C) is equivalent to the previous
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one. If the variation of twistor structure is Hermitian, the equivalent structure is still

compatible with S iff λ ∈ R.

Remark 2.14 (Tate twist and integrability). — The effect of the Tate twist (k) (with

k ∈ 1
2Z) on the action of z2∂z is a shift between H ′ and H ′′ by 2kz. In this article,

it will be convenient to choose a nonsymmetric shift, namely, the action on H ′′ is

unchanged, and that on H ′ is changed into z2∂z − 2kz.

Remark 2.15. — In the previous correspondence, we identify the bundle E on X with

the restriction H ′′/zH ′′. Then U is induced by the action of z2∇∂z . If U = 0

(the case of a variation of Hodge structure), then H ′′ is stable by z∇∂z , and the

characteristic polynomial of Q is equal to that of the restriction of −z∇∂z to E.

2.d. The ‘new supersymmetric index’. — We assume in this paragraph that X

is a point, so we work with twistor structures.

Definition 2.16 (cf. [1] and [7]). — Let T = (H ′,H ′,CS) be an integrable polarized

pure twistor structure of weight 0 with polarization S = (Id, Id). Let U ,Q be the

associated endomorphisms of the corresponding finite dimensional complex vector

space with positive definite Hermitian form. The endomorphism Q is called the ‘new

supersymmetric index’ attached to T . We denote by SusyT (T ) its characteristic

polynomial.

It will be convenient to extend to any weight the previous definition.

Definition 2.17. — Let T = (H ′,H ′′,CS) be an integrable pure twistor structure of

weight w with polarization S . We set

SusyT (T ) := SusyT (w/2)(T ).

Similarly, we define the spectral polynomials:

Definition 2.18. — Let T = (H ′,H ′′,CS) be an integrable twistor structure (not

necessarily pure or polarized). We define (if the “no ramification” condition is fulfilled,

for SP0):

SP∞T (T ) = SP∞H ′′(T ) and SP0
T (T ) = SP0

H ′′(T ).

According to Definition 2.17 and to Remark 2.14, we have, for any k ∈ 1
2Z,

(2.19) SusyT (k) = SusyT , SP∞T (k) = SP∞T , SP0
T (k) = SP0

T .

2.e. Twistor D-modules. — In order to allow singularities in variations of twistor

structure, we have introduced in [16] the notion of polarizable twistor D-module (see

also [11] for an extension of this notion with parabolic weights). We will briefly recall

this notion.

We first introduce the sheaf RX of differential operators, locally isomorphic to

OX 〈ðx1
, . . . ,ðxn〉, by setting ðxi = z∂xi . A left RX -module is nothing else but a

OX -module with a flat z-connection.
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The category R- Triples(X) consists of triples (M ′,M ′′,CS), where M ′,M ′′ are

left RX -modules and CS : M ′
|S ⊗O|S M ′′ → DbXR×S/S is a RX |S ⊗O|S RX |S linear

morphism with values in the sheaf DbXR×S/S of distributions on X × S which are

continuous with respect to z ∈ S. There is a natural notion of morphism. This

category has Tate twists by 1
2Z, and a notion of adjunction (cf. [16, §1.6]). Restricting

M ′ or M ′′ to z = 1 gives left DX -modules, while restricting them to z = 0 gives OX -

modules with a Higgs field.

There is a notion of direct image, hence of de Rham cohomology when taking the

direct image by the constant map.

Supplementary properties are introduced in order to define the notion of polarized

twistor D-module of some weight. We will not recall them here and refer to [16] for

further details.

2.f. Specialization and integrability (the tame case). — In the remaining

part of Section 2, we assume that X is a disc with coordinate x and we denote by

j : X∗ ↪→ X the inclusion of the punctured disc X r {0} in X.

Let T = (M ′,M ′′,CS) be a regular twistor D-module of weight w on X polarized

by S = (S′ = (−1)wS′′, S′′) (cf. [16]) with only singularity at x = 0, so that T|X∗ is

a polarized variation of twistor structures of weight w, which has a tame behaviour

near the singularity, in the sense of [25] (cf. [16, 11]).

For any β ∈ C with Reβ ∈ (−1, 0], the nearby cycle functor(1) Ψβ
x sends such a

triple T to a triple Ψβ
xT ∈ R- Triples({0}), equipped with a morphism N : Ψβ

xT ∈
R- Triples({0}) → Ψβ

xT (−1) ∈ R- Triples({0}). If M• denotes the monodromy fil-

tration, then the graded object grM
• Ψβ

xT , equipped with the morphism grM
−2 N , is a

graded Lefschetz twistor D-module of weight w and type ε = −1. Moreover, Ψβ
xS

induces, by grading, a polarization of this object.

We have a similar result for vanishing cycles: (grM
• φ
−1
x T , grM

−2 N ) is an object of

MLT(r)(X,w;−1) and φ−1
x S induces, by grading, a polarization (this follows from

[16, Cor. 4.1.17]).

Let us moreover assume that (T ,S ) is integrable (cf. [16, Chap. 7], where one

should modify (7.1.2) by using the operator z∂/∂z − z∂/∂z (standard conjugation)

on the left-hand side, as (7.1.2) was mistakenly written there for distributions which

are holomorphic with respect to z), so that, in particular, the corresponding variation

is integrable on X∗. Then from loc. cit. we know that Ψβ
xM 6= 0 only if β is real,

so that β ? z = βz above, there is no difference between the notations Ψβ
xT and

ψβxT of loc. cit., and moreover, using the induced action of z2∂z, Ψβ
xT remains

integrable. Going then to grM
` Ψβ

xT , we get an integrable polarized twistor structure

of weight w + ` (cf. [16, Lemma 7.3.8]). The action of z2∂z on grM
` Ψβ

xM
′′ is the

action naturally induced by z2∂z on M ′′. A similar result holds for grM
` φ
−1
x T .

(1)In [16] it is defined with the increasing convention for the V -filtration. Here we use the decreasing

one. The correspondence is Ψβx = Ψx,α with β = −α− 1.
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2.g. Specialization and integrability (the wild case). — We keep the notation

of §2.f, but we will consider the more general case of a polarized wild twistor D-module

T = (M ′,M ′′,CS) of weight w with polarization S , for which we refer to [20, 12].

We will also assume that the “no ramification” condition is fulfilled, that is, we assume

that [20, Prop. 4.5.4] holds with ramification index q equal to one. Therefore, setting

M = M ′ or M ′′, we have a formal decomposition

(DEC∧) M̃∧ ∼−→
⊕
i

(R̃∧i ⊗ E ϕi/z), ϕj ∈ x−1C[x−1].

Let us also notice that, when we restrict to z = 0, the decomposition holds at the

level of M̃ /zM̃ (cf. [20, Rem. 4.5.5]).

For any ϕ ∈ x−1C[x−1] and any β ∈ C with Reβ ∈ (−1, 0], we set Ψϕ,β
x M̃ :=

Ψβ
x(M̃ ⊗ E−ϕ/z). We can then define the objects Ψϕ,β

x T̃ , equipped with N :

Ψϕ,β
x T̃ → Ψϕ,β

x T̃ (−1). The condition of being a polarized wild twistor D-module of

weight w at x = 0 means that, for all ϕ, β as above, (grM
• Ψϕ,β

x T̃ , grM
−2 N ), equipped

with the naturally induced sesquilinear duality, is a graded Lefschetz twistor structure

of weight w, in the sense of [16, §2.1.e]. As a consequence, if ϕ = 0, the vanishing

cycles (grM
• φ

0,−1
x T̃ , grM

−2 N ) are of the same kind.

For any ϕ ∈ x−1C[x−1], the exponentially twisted RX [x−1]-module M̃ ⊗ E−ϕ/z

remains integrable, if M̃ is so, hence, according to [16, Prop. 7.3.1], so are the modules

Ψϕ,β
x M̃ (β ∈ (−1, 0]) and φ0,−1

x M̃ . Moreover, the formal module M̃∧ is clearly

integrable.

Lemma 2.20. — Each R∧i entering in the decomposition (DEC∧) is integrable.

Proof. — Firstly, the irregular part M̃∧
irr of M̃∧ (i.e., corresponding in (DEC∧) to

the sum over the nonzero ϕi) remains integrable, as, near any zo ∈ Ω0, it can be

realized as the intersection
⋂
k V

k
(zo)M̃

∧, where V •M̃∧ is the V -filtration of M̃∧

(defined near zo), and we know that each step of the V -filtration is integrable ([16,

Prop. 7.4.1]).

Let i0 ∈ I be such that ϕi0 = 0. We claim that R̃∧i0 is integrable: because of the

previous remark applied to M̃∧⊗E−ϕi/z for i 6= i0, (z2∂z+ϕi)R̃∧i0—hence z2∂zR̃∧i0—

has no component on the regular part of M̃∧ ⊗ E−ϕi/z, that is, on R̃∧i ; thus R̃∧i0 is

stable by z2∂z. The same result applies to any R̃∧i , by globally twisting M̃∧ by

E−ϕi/z, hence the lemma.

By assumption on M̃ , each R̃∧i is strictly specializable. Applying [16, Lemma

7.3.7], we find that Ψϕ,β
x M̃ 6= 0⇒ β ∈ R.

3. Specialization of the new supersymmetric index

In this section, X denotes a disc with coordinate x and j denotes the inclusion of

the punctured disc X∗ := X r {0} into X.
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3.a. The tame case. — In this subsection, we keep the setting of §2.f and we

assume that (T ,S ) is integrable.

Theorem 3.1. — We have the following correspondence between Susy polynomials:

(3.1)(∗) lim
x→0

SusyTx(T ) =
∏

β∈(−1,0]

∏
`>0

SusygrM
` ΨβxT (T )

Remark 3.2. — If T|X∗ consists of a polarized variation of Hodge structures of

weight w, then SusyTx(T ) is constant (cf. Lemma 5.4 below). In general, however,

the eigenvalues of Qx do vary (see the example in [7, (7.115)] for instance).

Proof of Theorem 3.1. — For simplicity, we will assume w = 0 (this can be obtained

by a Tate twist (w/2)) and that M ′ = M ′′ and S = (Id, Id). Let us fix β ∈
(−1, 0]. By assumption, (grM

• Ψβ
xT ,N ) is a graded Lefschetz twistor structure which

is polarized and of weight 0 (cf. [16, §2.1.e]). It thus corresponds to a Hermitian

vector space H with a SL2(R)-action (cf. [16, Rem. 2.1.15]), hence a graded vector

space H =
⊕

`H` with a nilpotent endomorphism of degree −2. We denote the

standard action of the generators of sl2(R) by X,Y,H, so that H` is the eigenspace

of H for the eigenvalue `. Then, for ` > 0, a basis eoβ,`,` of the primitive subspace

PH` defines a global frame of Pβ`M := P grM
• Ψβ

xM , which is orthonormal for Pβ` CS

(the sesquilinear form of P grM
• Ψβ

xT ) and in which the matrix of z2∂z takes the form
pUβ,`−pQβ,`z−pU †β,`z2. We can assume that pQβ,` is diagonal, being selfadjoint with

respect to the positive definite Hermitian form on PH`.

The construction done in [16, §5.4.c] extends this family of frames first to a frame

eoβ,`,k (` ∈ N, k = 0, . . . , `) of grM
`−2k Ψβ

xM and then to a local frame eβ of V βM (the

local construction near each zo done in loc. cit. is not needed here as the V -filtration

is globally defined with respect to z, cf. [16, Rem. 3.3.6(2)]).

The action of z2∂z leaves the V -filtration invariant (cf. [16, Prop. 7.3.1]), as well

as the lift of the M-filtration on each V β (cf. [16, Lemma 7.3.8]). Therefore, the

matrix B of z2∂z in the frame e, which is holomorphic, is “triangular” up to powers

of x with respect to M•V
•, i.e., can be written as

(3.3) B =
⊕
β

[
Bβ,β,0 ⊕Bβ,β,6−1 ⊕

⊕
β′ 6=β

Bβ′,β

]
with Bβ′,β/x holomorphic if β′ < β, and where the index j in Bβ,β,j denotes the

weight with respect to H, so that [H, Bβ,β,j ] = jBβ,β,j . Moreover, the matrix Bβ,β,0
can be written as Uβ,β,0 − Qβ,β,0z − U †β,β,0z

2, and is block-diagonal with respect

to the previous decomposition (`, k) of the frame eβ , and the diagonal (`, k)-block

of Qβ,β,0 is pQβ,` + (−k + `/2) Id. In particular, the characteristic polynomial of⊕
β∈(−1,0] Qβ,β,0 is the right-hand side in (3.1)(∗).
Let us denote by A(x, z) the matrix

⊕
β∈(−1,0] |x|βL(x)H/2, with L(x) := | log |x|2|.

By [16, Lemma 5.4.7],(2) there exists on X∗ × Ω0 (up to shrinking X and Ω0, as

(2)In loc. cit., the matrix A is multiplied by e−zX ; this is in fact not needed in the argument.
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defined in §1.d) a matrix S(x, z) with limx→0 S(x, z) = 0 uniformly with respect to z,

such that the frame

ε := e ·A(x, z)−1(Id +S(x, z))

is an orthonormal frame for CS. The matrix of z2∂z in this frame will enable us to

compute the left-hand side in the theorem.

This matrix is equal to

(Id +S)−1ABA−1(Id +S) + (Id +S)−1Az2∂z[A
−1(Id +S)].

The second term is a multiple of z2 and will not contribute to Qx.

Let us note that the block (ABA−1)β′,β (β′ 6= β) is equal to

(3.4) |x|β
′−βL(x)H/2Bβ′,βL(x)−H/2,

and tends to 0 when x→ 0 (since, when β′ < β and β, β′ ∈ (−1, 0], Bβ′,β/x is locally

bounded and 1 + β′ − β > 0). Then so does its conjugate by Id +S.

A similar reasoning can be done for AβBβ,β,6−1A
−1
β , which gives a decay at least

like L(x)−1/2 when x→ 0.

Now, AβBβ,β,0A
−1
β = Bβ,β,0, and the coefficient of −z is Qβ,β,0, which is thus

equal to limx→0 Qx. This gives the conclusion.

3.b. The wild case. — We now consider the setting of §2.g. We then have the

following generalization of Theorem 3.1:

Theorem 3.5. — Let T = (M ′,M ′′,CS) be a wild twistor D-module of weight w

polarized by S , satisfying the “no ramification” condition. We have the following

correspondence between Susy polynomials:

(3.5)(∗) lim
x→0

SusyTx(T ) =
∏

ϕ∈x−1C[x−1]

∏
β∈(−1,0]

∏
`>0

SusygrM
` Ψϕ,βx T (T ).

Proof. — As in the proof of Theorem 3.1, we will assume w = 0, M ′ = M ′′ and

S = (Id, Id). We will make an extensive use of [20, §§5.2 & 5.4]. As in the tame

case, we start with a frame eoϕ,β,` of Pϕ,β` M := P grM
` Ψϕ,β

x M which is orthonormal

for Pϕ,β` CS, for any ϕ, β, `. The matrix of z2∂z in this frame takes the form pUϕ,β,`−
pQϕ,β,`z− pU †ϕ,β,`z

2. The constructions of loc. cit. produce a frame ε̃ of M̃|X∗ which

is orthonormal with respect to CS (cf. [20, Cor. 5.4.3]), and we wish to compute the

matrix of z2∂z in this frame. Let us recall the steps going from e to ε̃.

(1) We first lift, exactly as in the tame case, each of the frames eoϕi,β to a frame

(êϕi,β)β of R̃∧i . Arguing as in the tame case, the matrix B̂ of z2∂z in the frame ê

takes the form
⊕

i B̂ii, where B̂ii decomposes as in (3.3). As remarked in §2.g (after

(DEC∧)), we can assume that, when restricted to z = 0, the frame ê|z=0 is a frame

of M̃ /zM̃ , and is compatible with the corresponding ϕ-decomposition, so B̂ii(x, 0)

is convergent.
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(2) We then work locally with respect to zo and in small sectors in the variable x.

Let π : Y → X be the real oriented blow up of X at the origin, with S1 = π−1(0),

and let us set Y = Y × Ω0. Let us denote by AY the sheaf of C∞ functions on Y

which are holomorphic with respect to z and holomorphic on X∗ × Ω0. We then lift

the frame ê to a AY ,ξo,zo-frame, for any ξo ∈ S1 and zo ∈ Ω0, and we get frames
Ae(ξo,zo) = (Ae

(ξo,zo)
ϕi )i. We can assume that, when restricted to z = 0, the frame

Ae
(ξo,0)
|z=0 comes from a frame of M̃ /zM̃ compatible with the ϕ-decomposition. The

matrix AB(ξo,zo) of z2∂z satisfies the following properties (according to [20, Lemma

5.2.6]):

(a) if i, j ∈ I are distinct, the term AB
(ξo,zo)
ij is infinitely flat along S1 × Ω0

in a neighbourhood of (ξo, zo) and, for zo = 0, AB
(ξo,0)
ij (x, 0) ≡ 0,

(b) for any i ∈ I, the term AB
(ξo,zo)
ii has an asymptotic expansion equal to

B̂ii when x→ 0 near the direction ξo, uniformly with respect to z ∈ nb(zo) and,

for zo = 0, AB
(ξo,0)
ii (x, 0) does not depend on ξo and is holomorphic with respect

to x (it takes the form (3.3) at z = 0).

It is then clear (after the tame case) that the limit, when x→ 0 in the neighbourhood

of the direction ξo and z ∈ nb(zo), of the characteristic polynomial of the coefficient

of −z in AB(ξo,zo) is equal to the RHS in (3.5)(∗).
(3) We now define the local untwisted C∞ frame ε(ξo,zo) = Ae(ξo,zo) · A−1(x, z),

where A =
⊕

iAii and each Aii is as in the tame case. Let
∞
B(ξo,zo) be the matrix

of z2∂z in this frame. The non-diagonal blocks
∞
B

(ξo,zo)
ij for i 6= j remain infinitely

flat when x→ 0 in the direction ξo, as A and A−1 have moderate growth. Moreover,

the z-constant term
∞
B(ξo,0)(x, 0) of

∞
B(ξo,0)(x, z) still satisfies

∞
B(ξo,0)(x, 0)ij = 0 if

i 6= j, as A is diagonal with respect to the ϕ-decomposition. Moreover, as in the tame

case,
∞
B(ξo,0)(x, 0)ii(x, 0) has a limit when x → 0. Then the same argument as in

the tame case shows that the limit of the characteristic polynomial of the coefficient

of −z in
∞
B(ξo,zo) is the same as for AB(ξo,zo), hence is equal to the RHS in (3.5)(∗).

(4) We globalize the construction, by using a partition of unity with respect to ξo
and by using the argument of [16, lemma 5.4.6] (cf. [20, Lemma 5.2.11]), to get a

frame ε. The base change from any ε(ξo,zo) to ε takes the form Id +R(ξo,zo)(x, z), with

R(ξo,zo) satisfying limx→0 L(x)δR(ξo,zo) = 0 uniformly with respect to z ∈ nb(zo), for

some δ > 0. We also note that we can achieve R(ξ0,0)(x, 0) ≡ 0 in the base change, as

the frame Ae
(ξo,0)
|z=0 is already globally defined with respect to ξ, and so does the frame

ε
(ξo,0)
|z=0 ; moreover, the argument of [16, lemma 5.4.6] gives a contribution equal to Id

at zo = 0 for the base change. Therefore, the conclusion of (3) holds for the matrix
∞
B of z2∂z in the frame ε.

(5) Now, the base change from ε to ε̃ given by [20, Prop. 5.4.1 and (5.3.2)] takes

the form

ε̃ = ε · (Id +S′(x, z))−1(Id +U0(x))−1 diag(ezϕi Id),
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where S′(x, z) is continuous and holomorphic with respect to z on X∗× nb({z 6 1}),
and satisfies S′(x, 0) ≡ 0, and U0(x) is continuous with respect to x ∈ X, U0(0) = 0,

and U0 is diagonal with respect to the ϕ-decomposition. As we are only interested

in the coefficient of −z in the matrix ∞̃B of z2∂z in the frame ε̃, and as the matrix

of the base change is holomorphic with respect to z, it is enough to consider the

corresponding coefficients in the conjugate matrix

diag(e−zϕi Id)(Id +U0(x))(Id +S′(x, z)) ·
∞
B(x, z)

· (Id +S′(x, z))−1(Id +U0(x))−1 diag(ezϕi Id).

Let us set
∞
B(x, z) =

∞
B(0)(x)−z∞B(1)(x)+ · · · and S′(x, z) = zS′(1)(x)+ · · · . On the

one hand, we know that
∞
B(0)(x) is diagonal with respect to the ϕ-decomposition and

has a limit when x → 0, and the limit when x → 0 of the characteristic polynomial

of
∞
B(1) is the RHS in (3.5)(∗).

On the other hand, S′ defines a continuous map X → Matd(L
2(S)), and, as such,

S′(0) = 0 (cf. [20, Prop. 5.4.1]). Therefore, the (Fourier) coefficient S′(1)(x) is a

continuous function of x and has limit 0 when x→ 0. We thus have

(Id +U0(x))(Id +S′(x, z)) ·
∞
B · (Id +S′(x, z))−1(Id +U0(x))−1

= (Id +U0(x))
∞
B(0)(Id +U0(x))−1

− z · (Id +U0(x))
(∞
B(1) + [

∞
B(0), S′(1)]

)
(Id +U0(x))−1 + · · ·

As the z-constant term above is diagonal with respect to the ϕ-decomposition, it

commutes with diag(ezϕi Id) and therefore is not altered by the conjugation by this

matrix. It follows that the coefficient of −z in ∞̃B is

(Id +U0(x))
(∞
B(1) + [

∞
B(0), S′(1)]

)
(Id +U0(x))−1.

As limx→0[
∞
B(0), S′(1)] = 0, the limit, when x → 0, of its characteristic polynomial

(that is, the LHS in (3.5)(∗)), is thus equal to the limit, when x → 0, of the charac-

teristic polynomial of
∞
B(1)(x), which we know to be the RHS in (3.5)(∗).

4. A review on exponential twist and Fourier-Laplace transform

In this section, we review some results of [19]. The base manifold X will be P1

with its two affine charts having coordinates t and t′. We will denote by P1 the

corresponding manifold X as in the notation of §2.b.

4.a. De Rham cohomology with exponential twist for twistor D-modules

Although we do not gain much by simply attaching a polarized variation of twistor

structure to a polarized variation of Hodge structure, the advantage is clearer when

we apply an exponential twist and integrate.
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De Rham cohomology with exponential twist. — Let M be a DP1-module and M̃ =

M(∗∞). The exponentially twisted de Rham cohomology is the hypercohomology

on P1 of the complex

DR(M⊗ E−t) := {0 −→ M̃
∇− dt−−−−−−→ M̃ −→ 0},

that we denote H∗DR(P1,M⊗ E−t). If we assume M to be DP1-holonomic, then M :=

Γ(P1, M̃) is a holonomic C[t]〈∂t〉-module and the previous hypercohomology is the

cohomology of the complex

(4.1) 0 −→M
∂t − 1−−−−−−→M −→ 0

and has cohomology in degree one only, this cohomology being a finite dimensional

C-vector space. Its dimension is computed in [10, Prop. 1.5, p. 79]. If M has a regular

singularity at infinity, this dimension is equal to the sum (over the singular points at

finite distance) of the dimension of vanishing cycles of DRM.

Exponential twist of a twistor D-module. — We will use the notation of §2.b. Let M

be a left RP1-module (P1 = P1 × Ω0). We denote by M̃ the localized module

RP1(∗∞) ⊗RP1 M . We set E−t/z = OP1(∗∞) with z-connection zd − dt. The

exponentially twisted RP1-module FM is E−t/z ⊗OP1 (∗∞) M̃ equipped with its nat-

ural z-connection.

It is useful to introduce the category R̃- Triples(P1), whose objects (M̃ ′, M̃ ′′, C̃S)

consist of RP1(∗∞)-modules with a pairing taking values in the sheaf of distributions

on (P1r{∞})×S which have moderate growth at {∞}×S (i.e., which can be extended

as distributions on P1 × S) and depend continuously on z ∈ S.

If we remark that, for z ∈ S, the C∞ function e−t/z · e−t/z = ezt−t/z has mod-

erate growth as well as all its derivatives with respect to t, t when t → ∞, we

can associate to an object T = (M ′,M ′′,CS) of R- Triples(P1) the object FT =

(FM ′, FM ′′, ezt−t/zCS) of R̃- Triples(P1).

Let now T be a polarized twistor D-module on P1. Then the previous construc-

tion can be refined to give an object FT = (FM ′, FM ′′, FCS) of R- Triples(P1). The

regularization FCS of ezt−t/zCS is obtained by specializing FCS, whose construction

is recalled in §4.b, at τ = 1. Let a be the constant map on P1. The following is proved

in [15] (and its erratum):

Theorem 4.2 (Exponentially twisted Hodge theorem). — If (T ,S ) is a polarized regu-

lar twistor D-module of weight w on P1, then H 0a+
FT is a polarized twistor structure

of weight w.

4.b. Fourier-Laplace transform (cf. [16, Appendix]). — We continue to work

with the projective line P1 equipped with its two charts having coordinates t and t′,

and we consider another copy of it, denoted by P̂1, having coordinates τ, τ ′. We will
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set ∞ = {t′ = 0} and ∞̂ = {τ ′ = 0}. We consider the diagram

(4.3)

P1 × P̂1

p

{{

p̂

##

P1 P̂1

Let M be a good RP1-module (in the sense of [16, §1.1.c]). We set FM :=

p+M̃ (∗∞̂) ⊗ E−tτ/z (cf. [16, §A.2]). We know (cf. [16, Prop. A.2.7]) that FM is a

good RZ (∗∞̂)-module, where Z = P1 × P̂1 and Z = Z × Ω0. Taking direct images,

p̂+
FM is a coherent R

P̂1(∗∞̂)-module.

Let T = (M ′,M ′′,CS) be an object of R- Triples(P1), such that M ′,M ′′ are

RP1 -good. Then FT is defined as (FM ′,FM ′′,FCS), where FM ′,FM ′′ are as above

and FCS is defined in [16, p. 196] (note that the twist for CS needs some care). The

fibre at τ = 1 (suitably defined as nearby cycles) of FT is identified with FT . The

Fourier-Laplace transform T̂ of T is defined as the direct image of FT by p̂.

Let us assume that T is integrable. Then (cf. [16, Rems. A.2.9 & A.2.15]), FT is

also integrable.

Lemma 4.4. — The action of z2∂z on FM = p+M̃ (∗∞̂) ⊗ E−tτ/z satisfies, for any

local section of M̃ ,

(z2∂z + τðτ )(m⊗ E−tτ/z) = (z2∂zm)⊗ E−tτ/z.

Proof. — This directly follows from the definition of the actions (cf. [16, A.2.2 &

A.2.3]).

Let us also notice that one gets a similar relation with the coordinate τ ′ by using

the relation τ ′ðτ ′ = −τðτ .

4.c. Fourier-Laplace transformation of twistor D-modules. — Let (T ,S )

be a polarized regular twistor D-module of weight w (in the sense of [16] or [11])

on P1. The Fourier-Laplace transform (T̂ , Ŝ ) is an object of the same kind on the

analytic affine line Â1 with coordinate τ , after [15] and [18]. Moreover, it is smooth

on the punctured line Â1 r {τ = 0}, and its restriction at τ = 1 is naturally identified

with H 0a+
FT .

In [18, Cor. 5.20 & Prop. 5.23], we also show an “inverse stationary phase formula”

computing the nearby and vanishing cycles of T̂ at τ = 0 in terms of the nearby

cycles at t′ = 0 of T .

Let us moreover assume that (T ,S ) is integrable. Recall that a denotes the

constant map P1 → pt. The basic comparison result [18, Cor. 5.20 and Prop. 5.23],

together with Lemma 4.4, gives (cf. §2.f for the notation):
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Proposition 4.5. — We have natural isomorphisms of integrable polarized pure twistor

structures of weight w + ` (` ∈ Z, β ∈ (−1, 0) for the first line):

(grM
` Ψβ

τ T̂ , z2∂z + βz) ' (grM
` Ψβ

t′T , z2∂z),

(grM
` φ
−1
τ T̂ , z2∂z − z) ' (grM

` Ψ0
t′T , z2∂z)

(4.5)(∗)

and we also have

(4.5)(∗∗) (P grM
0 Ψ0

τ T̂ , z2∂z) ' (H 0a+T , z2∂z).

In Appendix A (Theorem A.1), we show that the Fourier-Laplace transform T̂ on

Â1 naturally extends as a wild twistor D-module (in the sense of [20], cf. also [12])

near ∞̂ ∈ P̂1 and we relate the corresponding nearby cycles with the vanishing cycles

of T at its critical points (“stationary phase formula”):

Corollary 4.6 (of Theorem A.1, (A.11) and (A.12)). — For any c ∈ C, we have natural

isomorphisms of integrable polarized pure twistor structures of weight w + ` (` ∈ Z,

β ∈ (−1, 0) for the first line):

(grM
` Ψ

c/τ ′,β
τ ′ T̂ , z2∂z − (β + 1)z) ' (grM

` Ψβ
t+cT , z2∂z),

(grM
` Ψ

c/τ ′,0
τ ′ T̂ , z2∂z − z) ' (grM

` φ
−1
t+cT , z2∂z − z).

(4.6)(∗)

5. Twistor structures and Hodge structures

In this section, we make explicit the functor Tw which associates to any polarized

complex Hodge structure (resp. variation of Hodge structure, resp. polarized complex

mixed Hodge structure) an integrable polarized twistor structure (resp. ...). In this

section, Y will denote a complex manifold, X will denote a disc with coordinate x

and X∗ will denote the punctured disc X r {0}.

5.a. The integrable variation attached to a polarizable variation of Hodge

structures. — Let (V, V5) be a holomorphic vector bundle with an integrable holo-

morphic connection on a complex manifold Y . Let us assume that (V, V5) underlies

a polarized variation of Hodge structures of weight w. The C∞-bundle H associated

to V comes equipped with a flat C∞ connection D = V5 + d′′ and a decomposition

H = ⊕pHp,w−p indexed by integers. There is a D-flat sesquilinear pairing k on H such

that the decomposition is k-orthogonal, and the sesquilinear pairing h such that the

decomposition is h-orthogonal and h = i−w(−1)pk on Hp,w−p is Hermitian positive

definite. As usual, we set F pV =
⊕

r>pH
r,w−r.

For any j ∈ 1
2Z, the Tate twist is defined as

(V, V5, F •V, k, w)(j) := (V, V5, F •V, i−2jk,w − 2j).
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We denote by H ′ = RF [w]V , H ′′ = RFV , the Rees modules associated to

F [w]•V := Fw+•V and F •V , that is:

H ′ :=
⊕
p
F [w]pz−p =

⊕
r
zw−rHr,w−r[z],

H ′′ :=
⊕
p
F pz−p =

⊕
r
z−rHr,w−r[z].

(5.1)

We denote by RF k the map naturally induced by k on RF [w]V ⊗C[z,z−1]RFV with val-

ues in C∞Y [z, z−1]. We associate to this variation the triple T = (RF [w]V,RFV,RF k).

We set S = (S′, S′′) with S′, S′′ : H ′′ →H ′, S′′ is the multiplication by zw and S′

by (−z)w.

The integrable connection ∇ is defined as V5+d′z. We note that RF ′V and RF ′′V

are stable by z∇∂z (reflecting the fact that U = 0). In particular, the action of z2∂z
enables one to recover the grading of RFV , hence the filtration F •V . The following

is easy:

Lemma 5.2. — The object

Tw(V, F
•
V, k, w) :=

(
T = (RF [w]V,RFV,RF k),S , z2∂z

)
is an integrable polarized variation of twistor structures of weight w.

Remark 5.3. — According to the convention made in Remark 2.14, the functor Tw is

compatible with Tate twist (that is, [Tw(V, F •V, k, w)](j) is canonically isomorphic

to Tw[(V, F •V, k, w)(j)].

Lemma 5.4. — Let (T ,S ) be the integrable polarized twistor structure of weight w at-

tached to a polarized Hodge structure of weight w (in particular, the “no ramification”

condition is fulfilled). Then

SP∞T (T ) = SusyT (T ) = SP0
T (T ).

Proof. — According to (2.19) one can assume w = 0. On the one hand, U = 0, so

Q is conjugate to the opposite of the residue at z = 0 of ∂z acting on RFV . As z∂z
acts as −p Id on F pz−p, we find that SusyT (T ) =

∏
p(T − p)dim grpF .

We now have G = C[z, z−1] ⊗C H and V pG = z−pC[z−1] ⊗C H (for the V -

filtration at z = ∞). Then (5.1) shows that (using the notation in Definition 1.2)

νp = dimHp,−p = dim grpF , hence the first equality. On the other hand, the V -

filtration at z = 0 is given by V pG = zpC[z] ⊗C H and G has a regular singularity

at z = 0, so there is no nontrivial exponential term in the decomposition (1.6). We

then have (using the notation in Definition 1.7) µ0,p = dimH−p,p, hence the second

equality.

5.b. Integrable twistor structure attached to a polarized complex mixed

Hodge structure

Let Vo be a complex vector space equipped with a filtration F •Vo, a nilpotent

endomorphism No and a sesquilinear pairing ko. We denote by M• the monodromy
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filtration of Vo associated to No. Let w ∈ Z. We say (cf. [24, 9]) that (Vo, F
•Vo, ko,No)

is a polarized complex mixed Hodge structure of weight w if the following conditions

are fulfilled:

(1) ko is (−1)w-Hermitian and No is skew-adjoint with respect to ko,

(2) NoF
•Vo ⊂ F •−1Vo,

(3) if we set F pVo = (Fw−p+1Vo)⊥ (which also satisfies NF pVo ⊂ F p−1Vo), then

(F •Vo, F
•Vo,M•) is a mixed Hodge structure of weight w,

(4) the object (P grM
` Vo, F

•P grM
` Vo, ko(•,N

`
o•)) is a polarized complex Hodge

structure of weight w + `.

Remark 5.5 (cf. [22, Lemma 2.8]). — If (Vo, F
•Vo, ko,No) is a polarized complex mixed

Hodge structure of weight w, then there exists an increasing filtration F̃•Vo which is

opposite to F •Vo (i.e., Vo decomposes as
⊕

p F
p ∩ F̃p) and which satisfies NoF̃•Vo ⊂

F̃ •−1Vo (in particular, F̃ •Vo is stable by No). Indeed, Vo is bigraded by Deligne’s Ip,q

(cf. [3]) with

Ip,q = (F p ∩Wp+q) ∩
(
F q ∩Wp+q +

∑
j>1 F

q−j ∩Wp+q−j−1

)
,

where W` := Mw+`, and F pVo =
⊕

p′>p

⊕
q I

p′,q. We can set F̃ pVo =
⊕

p′6p

⊕
q I

p′,q.

Definition 5.6. — For a polarized complex mixed Hodge structure (Vo, F
•, ko,No) of

weight w, we set Tw(Vo, F
•, ko,No) := (T ,S ,N , z2∂z) with

(1) T = (RF [w]Vo, RFVo, RF ko) (an object of R- Triples(pt)),

(2) S = ((−z)w, zw) (a sesquilinear duality of T of weight w),

(3) N : T → T (−1) defined as N = (zNo,−zNo),

(4) z2∂z is the natural derivation on RF [w]Vo, RFVo.

Lemma 5.7. — If (Vo, F
•, ko,No) is a polarized complex mixed Hodge structure of

weight w, the monodromy filtration of zNo on RFVo is such that gr
M(zNo)
` RFVo =

RF gr
M(No)
` Vo. Moreover, the object (grM

• T , grM
• S ) is a graded Lefschetz twistor

structure of weight w (cf. [16, §2.1.e]). Last, we have a canonical isomorphism of

objects of weight w + ` (` > 0):

P grM
` Tw(Vo, F

•
, ko,No)

∼−→ Tw[P grM
` (Vo, F

•
, ko,No)].

Proof. — Let us indicate the proof for the last part. We can reduce to weight 0 by

twisting by w/2, and also to S = (Id, Id). The left-hand side in the formula is by

definition (cf. [16, Example 2.1.14]) given by

T` = ((zNo)
`RFP grM

` Vo, RFP grM
` Vo, RF ko), S` = ((zNo)

`, (−zNo)
`),

and the action of z2∂z is the natural one. According to Lemma 5.2, the right-hand

side is given by

T̃` = (RF [`]P grM
` Vo, RFP grM

` Vo, RF ko(•,N
`
o•)), S̃` = ((−z)`, z`),
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and the action of z2∂z is the natural one. If one notices that RF [`]P grM
` Vo =

z`RFP grM
` Vo, then one checks that ϕ := ((−No)

`, Id) : (T`,S`) → (T̃`, S̃`) is an

isomorphism.

Let us note that, by definition, for (T ,S ,N , z2∂z) as in Definition 5.6, the object

(grM
• T , grM

• S , grM
−2 N , z2∂z) is a polarized graded Lefschetz twistor structure of

weight w and type −1 (cf. [16, §2.1.e]). For such an object, there is a reduction to

weight 0 and type 0 (cf. loc. cit.) giving rise to a polarized (graded Lefschetz) twistor

structure of weight 0 (and type 0). This structure remains integrable and therefore

comes equipped with a Susy polynomial. We denote it by SusyTw(Vo,F
•,ko,No)(T ).

Lemma 5.8. — Let (Vo, F
•, ko,No) be a polarized complex mixed Hodge structure of

weight w. Then

SP∞Tw(Vo,F
•,ko,No)(T ) = SusyTw(Vo,F

•,ko,No)(T ) = SP0
Tw(Vo,F

•,ko,No)(T ).

Proof. — Each grM
` T comes equipped with a polarization S` defined from that on

the various P grM
`′ T by using the Lefschetz decomposition, making it a polarized

twistor structure of weight w + ` (cf. [16, Rem. 2.1.15]), and one has

SusyTw(Vo,F
•,ko,No)(T ) =

∏
`∈Z

SusygrM
` Tw(Vo,F

•,ko,No)(T ).

On the other hand, because each grM
` RFVo is a free C[z]-module (being equal to

RF grM
` Vo) we have such a product formula for SP0 and SP∞, according to Remark

1.9. Then Lemma 5.4 applies.

Definition 5.9 (Vanishing cycles, cf. [9, Prop. 2.1.3]). — Consider a polarized complex

mixed Hodge structure (Vo, F
•, ko,No) of weight w. The vanishing cycle polarized

complex mixed Hodge structure (Ṽo, F̃
•, k̃o, Ño) of weight w + 1 attached to it is

defined as follow:

Ṽo = NoVo, F̃
•

= NoF
•
, k̃o(Nox,Noy) = ko(x,Noy), Ño = No|Ṽo .

5.c. Extension of Tw through a singularity. — Let (V, V5) be a holomorphic

bundle with connection on the punctured disc X∗ underlying a polarized variation of

Hodge structure of weight w. We are in the situation considered in §5.a. According

to Lemma 5.2,
(
T = (RF [w]V,RFV,RF k),S

)
is a polarized variation of twistor

structures of weight w on X∗. We will indicate how to extend it as a polarized

twistor D-module on X.

According to Schmid [24], the OX [x−1]-submodule M̃ of j∗V consisting of sections

whose h-norm has moderate growth at the origin is locally free and the connection ∇
extends to it with regular singularities. We denote by M the DX -submodule of M̃

generated by local sections v whose h-norm is bounded by C|x|−1+ε for some C > 0

and ε > 0. It is known that M is a regular holonomic DX -module, which coincides with

the minimal extension of M̃, so DRM is the intermediate extension (or intersection

complex) of the local system Ker V5 on X∗. Moreover, the filtration F •V extends to
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a filtration of M̃ by holomorphic locally free OX -modules, and then to a filtration of

M, which is a good filtration when we consider it as an increasing filtration. Lastly,

the flat sesquilinear form k defined from the metric h extends as a DX ⊗C DX -linear

pairing k : M⊗C M→ DbX .

We can apply the Rees construction RF to these data.

Proposition 5.10 (cf. [19, §3.g]). — The object(
T = (RF [w]M, RFM, RF k),S

)
is an integrable polarized twistor D-module of weight w on X.

Definition 5.11. — We will call such an object a polarized complex Hodge D-module

of weight w.

5.d. Nearby and vanishing cycles. — We will set F pV βM := F pM ∩ V βM. In

particular, for any k > 0, xkF pV βM ⊂ F pV β+kM.

Assume that (M, F •M) underlies a polarized complex Hodge D-module (cf. Definition

5.11), then (cf. [21, §3.2] and [19, §3.d])

∀β > −1, ∀ p ∈ Z, F pV βM = j∗j
∗F p ∩ V βM

F pM =
∑
j>0

∂jxF
p+jV >−1M.(5.12)

In particular, as a consequence of the first line of (5.12), we have

(5.13) ∀β > −1, ∀ p, ∀ k > 0, xkF pV βM = F pV β+kM.

Moreover, x∂x : grβV M → grβV M strictly shifts the filtration F • by −1. It is an

isomorphism if β 6= 0.

As a consequence of the results recalled in §2.f, we find:

Corollary 5.14. — If (T ,S ) is a polarized complex Hodge D-module of weight w then,

for any β ∈ (−1, 0],

(1) Ψβ
xT = (RF [w]ψ

β
xM, RFψ

β
xM, RFψ

β
xk),

(2) This equality is compatible with the natural actions of z2∂z on both terms, and

therefore z∂z acts on Ψβ
xT ,

(3) (Ψβ
xT ,Ψβ

xS ,N , z2∂z) is a polarized complex mixed Hodge structure of

weight w.

Let us notice that 5.14(3) can be regarded as a reformulation of Theorem (6.16)

in [24], and is similar to Corollary 1 of [21] on a punctured disc. Notice also that,

compared to [21], the choice of the behaviour of weights by taking nearby/vanishing

cycles is not the same here and in [16], as we are working with complex Hodge

structures, and we can use Tate twists by half-integers (see also the vanishing cycles

below, which also has to be compared with Corollary 1 of [21]).

For vanishing cycles (cf. [16, §3.6.b]) we find:
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Corollary 5.15. — For (T ,S ) as above, (φ−1
x T , φ−1

x S ,N , z2∂z − z) is a polarized

complex mixed Hodge structure of weight w.

Sketch of proof. — According to [16, Cor. 4.1.17] (and to an easy consequence of

§4.2 of loc. cit. for the polarization), the object (φ−1
x T (−1/2), φ−1

x S (−1/2),N ) is

isomorphic to the image of N : T → T (−1) and gives rise, after grading with respect

to the monodromy filtration, to a graded Lefschetz twistor structure of weight w+ 1.

In order that the morphism Can of [16, Lemma 3.6.21] is compatible with the action

of z∂z (giving the grading), we should equip φ−1
x T (−1/2) with the shifted naturally

induced action z∂z − 1. Then (φ−1
x T (−1/2), φ−1

x S (−1/2),N ) is isomorphic to Tw

of the vanishing cycles (as defined in 5.9) of the polarized complex mixed Hodge

structure Tw−1(Ψβ
xT ,Ψβ

xS ,N ). Applying a Tate twist (1/2) we find, according

to our convention on Tate twist (Remark 2.14), that (φ−1
x T , φ−1

x S ,N , z2∂z − z) is

(isomorphic to Tw of) a polarized complex mixed Hodge structure of weight w.

5.e. Exponential twist of an integrable twistor D-module. — Starting from

a variation of polarized Hodge structures (V, F •V ) on U ⊂ A1, Proposition 5.10

produces a complex Hodge D-module T =
(
(RF [w]M, RFM, RF k),S

)
. Localizing

away from∞ and taking global sections produces a filtered C[t]〈∂t〉-module (M,F •M)

with a pairing taking values in tempered distributions on A1 depending continuously

on z ∈ S.

As integrability is preserved by direct images (cf. [16, Prop. 7.1.4]), we can apply

Theorem 4.2 together with Proposition 5.10:

Corollary 5.16. — If (T ,S ) is a polarized complex Hodge D-module of weight w on

P1, then H 0a+
FT is an integrable polarized twistor structure of weight w.

Although we did not give the precise definition of the direct image functor a+

(cf. [16, §1.6.d] for more details), one can notice that, according to the strictness

property of polarized twistor D-modules, the restriction to z = 1 commutes with

taking a+. In other words, the vector space corresponding to the polarized pure

twistor structure H 0a+
FT is the cokernel of ∂t − 1 : M →M .

Another expression of the exponentially twisted de Rham cohomology. — One can

give a more explicit expression for H 0a+
FT considered in Corollary 5.16. We will

recall it below. For simplicity, we will assume that w = 0.

We can extend the correspondence of §1.c to objects with a sesquilinear pairing

as follows. Let (M,F •M) be as in §1.c and let us moreover assume that M comes

equipped with a C[t]〈∂t〉⊗CC[t]〈∂t〉-linear pairing k : M ⊗CM → S ′(A1) with values

in the Schwartz space of temperate distributions on A1. To (M,F •M,k) we associate

a Hermitian twistor structure (H ′,H ′,CS):

• we set H ′ = G
(F ),an
0 (the analytization of the object defined by (1.11));
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• composing k with the Fourier transform of temperate distributions with kernel

etτ−tτ i
2πdt ∧ dt induces, by restriction to S := {|τ | = 1} = {|z| = 1}, a sesquilinear

pairing CS : H ′
|S ⊗O|S H ′

|S → O|S.

Moreover, this twistor structure is integrable (by using the action of t = z2∂z
on G

(F )
0 ).

Lemma 5.17 (cf. [19, Lemma 2.1 and §2.c]). — The twistor structure (H ′,H ′,CS) is

the exponentially twisted de Rham cohomology of the object (RFM,RFM,RF k) of

R̃- Triples(P1).

In the case where (M,F •M,k) comes from a polarized variation of Hodge structures

of weight 0 on U as explained at the beginning of this paragraph, we get from Corollary

5.16:

Corollary 5.18 (cf. [19, Cor. 3.15]). — Under the previous assumption, the integrable

twistor structure (H ′,H ′,CS) associated to (M,F •M,k) is pure of weight 0 and

polarized.

Remark 5.19. — The previous description makes it clear how to compute the conju-

gacy class of the endomorphism U of §2.a: indeed, this is the conjugacy class of the

restriction of z2∂z to H ′/zH ′. It is therefore equal to the conjugacy class of t act-

ing on G
(F )
0 /zG

(F )
0 . Its eigenvalues are the singular points of M (at finite distance).

Therefore, in general, it is not a multiple of Id, and the integrable twistor structure

(H ′,H ′,CS) does not correspond in the usual way to a polarized Hodge structure.

5.f. Fourier-Laplace transformation of variations of polarized Hodge struc-

tures. — We will make explicit the behaviour of the functor Tw under Laplace

transform. We will work with the associated C[t]〈∂t〉-modules.

Let (M,F •M) be a regular holonomic C[t]〈∂t〉-module with good filtration. Let

us consider the Rees module RFM , which is a C[t, z]〈ðt〉-module, and its Laplace

transform R̂FM , which is a C[τ, z]〈ðτ 〉-module. Recall that R̂FM = RFM as a C[z]-

module and that τ acts as ðt and ðτ as −t. Notice that R̂FM can be obtained as the

cokernel of

C[τ ]⊗C RFM
ðt − τ−−−−−−→ C[τ ]⊗C RFM

by the map
∑
k>0 τ

k ⊗mk 7→
∑
k>0 ðktmk, and the natural action of C[τ, z]〈ðτ 〉, as

well as the action of z2∂z, are obtained by conjugating the usual actions by E−tτ/z.

In particular, the action of z∂z on R̂FM coming from the identification with RFM

and which gives the grading of this Rees module corresponds to the action denoted

z∂z ⊗ 1 in Lemma 4.4, and the natural action of z2∂z is that given by this lemma.

Let G
(F )
0 be the Brieskorn lattice of the filtration F •M (cf. (1.11)), that we will

denote by G0 for short.
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We will be mainly concerned with R̂FM loc := C[τ, τ−1, z] ⊗C[τ,z] R̂FM . Recall

(cf. [19, Lemma 2.1]) that R̂FM loc ' C[τ, τ−1]⊗CG0, where, on the right-hand side,

the C[τ, τ−1, z]〈ðτ 〉-action is given as follows:

• the C[τ, τ−1]-structure is the natural one,

• the action of z is by τ ⊗ ∂−1
t ,

• the action of ðτ is by z · (∂τ ⊗ 1)− 1⊗ t.
Recall that G := M̂ [∂−1

t ] is a C[∂t, ∂
−1
t ]-module with connection. In the following

we will use the notation θ = ∂t, θ
′ = ∂−1

t (with the identification above, θ′ = zτ ′ with

τ ′ = τ−1). We will denote by V •θ G the V -filtration of G at ∂t = 0 and we will set

ψγθG := grγVθ G. Similarly, we denote by V •θ′G the V -filtration at ∂−1
t = 0 and we set

ψ0,γ
θ′ G := grγVθ′ G. For any c ∈ C, we also set ψ

c/θ′,γ
θ′ G := grγVθ′ (G ⊗ E−c/θ

′
). As G

has a regular singularity at θ = 0, each V γθ G is C[θ]-free of finite type, while, as the

singularity at θ′ = 0 is usually irregular, each V γθ′G has finite type over C[θ′]〈θ′∂θ′〉.
If the G∧i are the regular formal modules entering in the decomposition analogous to

(1.6) for G∧, and if i0 is the index i such that ci = 0, then grγVθ′ G = grγVθ′ G
∧
i0

.

Lemma 5.20. — The C[τ, τ−1, z]〈ðτ 〉-module R̂FM loc is strictly specializable at τ = 0

and τ =∞. The V -filtration is given by

V γτ R̂FM loc =
⊕
k∈Z

τk ⊗ (G0 ∩ V γ−kθ G) ' RG(F )V
γ
θ G,(∗)∞

V γτ ′R̂FM loc =
⊕
k∈Z

τ ′k ⊗ (G0 ∩ V γ−kθ′ G) ' RG(F )V
γ
θ′G.(∗)0

Proof. — Let us denote by Uγτ R̂FM loc the right-hand side in (∗)∞. Let us set Gk =

θ′−kG0 ⊂ G. This is an increasing filtration of G by C[θ′]-submodules. Let us fix

γ ∈ R. Then, for k � 0, we have Gk ∩ V γθ G = {0} and, for k � 0, Gk ∩ V γθ G =

Gk−1 ∩ V γθ G + Gk ∩ V γ+1
θ G (the last equality expresses that να(G0) = 0 for α � 0,

cf. [17]). If we consider G• ∩ V γθ G as a filtration of the C[θ]-module V γθ G compatible

with the filtration deg• C[θ] by the degree in θ, these two properties are equivalent

to saying that G• ∩ V γθ G is a good filtration, or equivalently that the Rees module

RG(F )V
γ
θ G :=

⊕
k∈Z(Gk ∩ V γθ G)zk is a RdegC[θ]-module of finite type. According to

the definition of the action of z above, we identify RdegC[θ] with C[τ, z] and RG(F )V
γ
θ G

with Uγτ R̂FM loc, hence the finiteness of Uγτ R̂FM loc over C[τ, z].

Moreover, we get in the same way an identification of grγUτ R̂FM loc with the Rees

module RG(F ) grγVθ G. In particular it is C[z]-free of finite rank, hence the strictness

property.

As tV γθ G ⊂ ∂
−1
t V γθ G = V γ−1

θ G, we have

τðτ (1⊗ [G0 ∩ V γθ G]) = −τ ⊗ t[G0 ∩ V γθ G] ⊂ τ ⊗ [G0 ∩ V γ−1
θ G],

showing that Uγτ R̂FM loc is stable by τðτ . Similarly, one shows that, for N � 0,

(τðτ − γz)NUγτ R̂FM loc ⊂ U>γτ R̂FM loc. This gives (∗)∞ (cf. [16, Lemma 3.3.4]).
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For (∗)0, the argument is similar. It is easy to check that RG(F )V
γ
θ′G is a

C[τ ′, z]〈τ ′ðτ ′〉-module, and that τ ′ðτ ′ − γz is nilpotent on RG(F ) grγVθ′ G, which has

no C[z]-torsion by definition. The only new point is to check that RG(F )V
γ
θ′G has

finite type over C[τ ′, z]〈τ ′ðτ ′〉.
Let k0 be such that Gk0

⊂ V γθ′G and, for any k > k0, let ek be a finite system of

C[θ′]-generators of Gk ∩ V γθ′G. Recalling that θ′ acts as zτ ′ on RG(F )V
γ
θ′G, we find

that, for any k1 > k0,
⊕

k6k1
zk(Gk ∩ V γθ′G) is contained in the C[τ ′, z]-submodule of

RG(F )V
γ
θ′G generated by the zjej , j = k0, . . . , k1.

On the other hand, the formula for the action of ðτ given above implies that τ ′ðτ ′
acts on RG(F )V

γ
θ′G by z · (θ′∂θ′ + k) on zk(Gk ∩ V γθ′G). We will show that, for k1

large enough and any k > k1, zk(Gk∩V γθ′G) is contained in the C[τ ′, z]〈τ ′ðτ ′〉-module

generated by zk1ek1 .

We claim that

(a) There exists k1 such that, for any k > k1,

G1 ∩ V γ+k
θ′ G = θ′∂θ′(G0 ∩ V γ+k

θ′ G) +G0 ∩ V γ+k
θ′ G.

Note that this is equivalent to Gk+1 ∩ V γθ′G = θ′∂θ′(Gk ∩ V γθ′G) + Gk ∩ V γθ′G. If

k = k1, such an equality implies zk1+1(Gk1+1∩V γθ′G) ⊂ (C[τ ′, z]+C[τ ′, z]τ ′ðτ ′)zk1ek1 .

Iterating the argument gives the desired inclusion.

We will prove Claim (a) by working at the formal level. As it is clearly true away

from θ′ = 0, it is enough to prove (a)∧, that is, (a) after tensoring with C[[θ′]].

Firstly, by uniqueness of the V •θ′-filtration, we have (V γθ′G)∧ = V γθ′(G
∧). Moreover,

(V γθ′G ∩ G0)∧ = V γθ′G)∧ ∩ G∧0 in G∧ [indeed, use that this is clearly true for +

instead of ∩ and that C[[θ′]] is flat over C[θ′], and apply this to (V γθ′G + G0)∧/G∧0 =

(V γθ′G)∧/(V γθ′G ∩G0)∧]. Therefore, it is enough to prove (a)∧.

Notice now that Claim (a) is equivalent to

(b) There exists k1 such that, for any k > k1,

θ′2∂θ′ : V γ+k
θ′ (G0/θ

′G0) −→ V γ+k+1
θ′ (G0/θ

′G0)

is onto.

Similarly, (a)∧ is equivalent to (b)∧. Recall that G∧ decomposes as G∧reg⊕G∧irr and

that V γθ′G
∧ and G0 decompose correspondingly. It is thus enough to prove (b)∧ on

each term. On the regular part, there exists k1 such that V γ+k1

θ′ (G∧reg,0/θ
′G∧reg,0) = 0

(because V γ+k
θ′ G∧reg has finite type over C[[θ′]]), hence both terms are 0 in (b)∧. On

the purely irregular part, V γθ′G
∧
irr = G∧irr for any γ, and θ′2∂′θ does not have the

eigenvalue 0 on G∧irr,0/θ
′G∧irr,0 (cf. Remark 5.19), hence it is onto.

For the remaining of this section, we assume that (M,F •M) is also equipped with

a sesquilinear pairing k such that (M,F •M,k) comes from a polarized complex Hodge

D-module on P1.

Corollary 5.21. —
∏
β∈(−1,0]

∏
`∈Z SP∞

grM
` Ψβτ R̂FM

(T ) = SP∞
G

(F )
0

(T ).
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Proof. — For β ∈ (−1, 0], let G(F ),•ψβθG be the filtration naturally induced by G(F ),•.

As a consequence of the identification V γτ R̂FM loc with RG(F )V
γ
θ G, we get, for any

β ∈ (−1, 0],

(5.22) Ψβ
τ R̂FM = RG(F )ψ

β
θG.

Note however that the natural action of z2∂z on the left-hand side differs by τðτ
from the action on the right-hand side defined from the z-grading (cf. Lemma 4.4).

Nevertheless, by our assumption on (M,F •M), the graded pieces of Ψβ
τ R̂FM with

respect to the monodromy filtration are strict (i.e., C[z]-free), and at the level of

grM
• , z2∂z on the left-hand side differs by βz from the action on the right-hand side.

Because of freeness and uniqueness of the monodromy filtration, we have

grM
` Ψβ

τ R̂FM = RG(F ) grM
` ψ

β
θG.

On the other hand, as the action of ∂z has a simple pole on RG(F )ψ
β
θG, we can apply

Remark 1.9 to get∏
`∈Z

SP∞
grM
` Ψβτ R̂FM

(T + β) =
∏
`∈Z

SP∞
R
G(F ) grM

` ψβθG
(T ) = SP∞

R
G(F )ψ

β
θG

(T ).

Recall that, if we set

νβ,p = dim
V βθ G ∩G(F ),p

V >βθ G ∩G(F ),p + V βθ G ∩G(F ),p+1
.

we have, as in the proof of Lemma 5.8, and by Definition 1.2 and (1.3),

SP∞
R
G(F )ψ

β
θG

(T ) =
∏
p∈Z

(T − p)νβ,p

SP∞
G

(F )
0

(T ) =
∏

β∈(−1,0]

∏
p∈Z

(T − β − p)νβ,p .and

This gives the desired equality.

We now consider the specialization at ∂−1
t = 0. LetG∧i be the formal microlocalized

module attached to M at −ci. Let pi be such that F piM generates M as a D-module

near −ci, let G
(Fpi )
i,0 be the saturation by θ′ := ∂−1

t of the image of F piM in G∧i (by

tensoring with formal microlocal differential operators of order zero), and let us set

G
(F )
i,0 = θ′−piG

(Fpi )

i,0 , which is independent of the generating index pi (cf. §1.c). Then

it is known (cf. e.g. [14, Prop. V.3.6]) that the Levelt-Turrittin decomposition (1.6)

for G
(F )
0 has components H ′

i = G
(F )
i,0 . We have G

(F ),•

i ψγθ′G
∧
i = G(F ),•ψ

ci/θ
′,γ

θ′ G.

Corollary 5.23. — For any i,∏
β∈(−1,0]

∏
`∈Z

SP0

grM
` Ψ

ci/τ
′,β

τ′ R̂FM
(T ) = SP0

G
(F )
i,0

(T ).
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Proof. — We will show the result for ci = 0. The same argument applies for any ci
after twisting by E−ci/θ

′
or E−ci/zτ

′
. We denote by i0 the index i such that ci0 = 0.

From (∗)0 we get, for any β ∈ (−1, 0],

Ψ0,β
τ ′ R̂FM = RG(F )ψ

0,β
θ′ G = R

G
(F )
i0

ψβθ′G
∧
i0 ,

and this equality is compatible with the action of z2∂z − τ ′ðτ ′ on the left-hand side

and that of z2∂z on the right-hand side (cf. Lemma 4.4). By our assumption on

(M,F •M), we know from Appendix A that the graded pieces of Ψ
ci0/τ

′,β

τ ′ R̂FM with

respect to the monodromy filtration are strict (i.e., C[z]-free). The same property

holds for the right-hand side above, and going to the graded pieces, we find that the

equality holds with z2∂z action on the left-hand side shifted by −βz. Arguing as for

Corollary 5.21, we find∏
`∈Z

SP0

grM
` Ψ0,β

τ′ R̂FM
(T − β) = SP0

R
G

(F )
i0

ψβ
θ′G
∧
i0

(T ).

Setting now

µi0,β,p = dim
V βθ′G

∧
i0
∩G(F ),p

i0

V >βθ′ G
∧
i0
∩G(F ),p

i0
+ V βθ′G

∧
i0
∩G(F ),p+1

i0

,

we have

SP0
R
G

(F )
i0

ψβ
θ′G
∧
i0

(T ) =
∏
p∈Z

(T − p)µi0,β,p

SP0

G
(F )
i0,0

(T ) =
∏

β∈(−1,0]

∏
p∈Z

(T + β − p)µi0,β,p ,and

hence the result.

6. Deligne’s filtration

In this section, we will be concerned with the first point considered in the introduc-

tion. Let us consider the setting of §1.c, that is, a holonomic C[t]〈∂t〉-module equipped

with a good filtration F •M . Recall that M̃ denotes the associated DP1(∗∞)-module

with connection and M denotes its minimal extension across ∞. We will now assume

that M has only regular singularities at finite distance and at infinity.

We will keep the notation of §1.c, but we will simply denote by G0 the C[∂−1
t ]-

module G
(F )
0 defined by (1.11). The spectral polynomial SP∞G0

(T ) is determined as

soon as we determine the number νγ(G0) for any γ ∈ R.

In §6.c, we will define Deligne’s filtration F •Del (indexed by R) on M ⊗ E−t, then

on the corresponding de Rham complex, and then on its hypercohomology. The main

result of this section will be:

Theorem 6.1. — Assume that (M,F •M) underlies a polarized complex Hodge D-

module (cf. Definition 5.11). Then,
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(1) the spectral sequence associated to the hypercohomology of the filtered de Rham

complex F •Del DR(M̃⊗ E−t) on P1 degenerates at E1;

(2) for any γ ∈ R, νγ(G0) = dimH1
(
P1, grγ+1

FDel
DR(M̃⊗ E−t)

)
.

Let us remark that the OP1-coherent sheaf grγFDel
(M̃⊗E−t) is supported at infinity

if γ 6∈ Z.

6.a. Laplace transform. — We denote by P̂1 the projective line with coordinates

θ, θ′ (that we do not denote by τ, τ ′ as above at the moment) and by Â1 its chart with

coordinate θ. Recall that G = C[θ′, θ′−1] ⊗C[θ′] G0 (θ′ = ∂−1
t as above) is equipped

with a connection having a regular singularity at θ = 0, defined as the multiplication

by −t. We denote by V •θ G the corresponding V -filtration, that we assume to be

indexed by R (this assumption is implied by the assumption in Theorem 6.1 that

(M,F •M) underlies a polarized complex Hodge D-module).

The exponentially twisted de Rham complex (4.1) is quasi-isomorphic to

0 −→ G
∂t − 1−−−−−−→ G −→ 0,

which is quasi-isomorphic to

0 −→ G
∂−1
t − 1

−−−−−−−→ G −→ 0,

which in turn is quasi-isomorphic to

0 −→ G0
∂−1
t − 1

−−−−−−−→ G0 −→ 0.

In other words, the hypercohomology H1
DR(P1,M ⊗ E−t) is identified with the fibre

at θ′ = 1 of the free C[θ′]-module G0.

The V -filtration V •θ G enables one to define, in a natural way, a filtration

V •H1
DR(P1,M⊗ E−t) by setting, for any γ ∈ R,

V γH1
DR(P1,M⊗ E−t) = V γ(G0/(θ

′ − 1)G0)

:= image
[
G0 ∩ V γθ G→ G0/(θ

′ − 1)G0

]
.

According to (1.3), we have

(6.2) νγ(G0) = dim grγV H
1
DR(P1,M⊗ E−t).

Example 6.3. — Let us consider the case where M = C[t]〈∂t〉/(t∂t − α) for some

α ∈ (0, 1). We regard M as corresponding to a variation of Hodge structure V of type

(0, 0) on A1 r {0} with filtration F •V given by F 0V = V and F 1V = 0. Let V •t M

denote the V -filtration of M at t = 0. Then we set (cf. (5.12)) F 0M = V >−1
t M ,

F 1M = 0 and, for ` > 0, F−`M := V >−1
t M + · · ·+ ∂`tV

>−1
t M = V >−`−1

t M .

Denoting by [·] the class in M , we have [1] ∈ V αt M , and F 0M = C[t] · [∂t]. We

also have M̂ = G = C[θ]〈∂θ〉/(∂θθ + α) which is free of rank one over C[θ, θ−1], and

G
(F )
0 = C[θ−1] · [θ]. As [θ] is in V −αθ G, we finally get

νγ(G
(F )
0 ) =

{
1 if γ = −α,
0 otherwise.
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Let us consider the V -filtration V •R̂FM loc (cf. Lemma 5.20). Notice that, for any

γ ∈ R, the multiplication by τ − z is injective on V γR̂FM loc. Indeed, let us use as

in Lemma 5.20 the identification V γR̂FM loc = RG(F )V
γ
θ G. Then, the localization

with respect to z gives C[z, z−1]⊗C V
γ
θ G, where the action of τ is induced by z ⊗ θ.

In particular, it is C[τ, z, z−1]-free and the multiplication by τ − z is injective on

this module. Therefore, so is the multiplication by τ − z on the C[τ, z]-submodule

RG(F )V
γ
θ G. We will compute its cokernel V γR̂FM loc/(τ − z)V γR̂FM loc.

Recall (cf. [5, Def. B.1]) that a V -solution to the Birkhoff problem for G0 is a free

C[θ]-submodule G′0 of G, which is stable by θ∂θ, which generates G over C[θ, θ−1],

and such that, for any γ ∈ R,

(6.4) G0 ∩ V γθ G =
⊕
j>0

θ′j(G0 ∩G′0 ∩ V γ+j
θ G).

(Each term in the sum, as well as G0 ∩G′0 and G0 ∩ V γθ G, is a finite dimensional C-

vector space, and the sum is finite, asG0∩V γ+j
θ G = 0 for j � 0; moreover, G′0 ⊂ V γθ G

for γ � 0.) By definition of a solution to Birkhoff’s problem, a C-basis G0 ∩ G′0 is

a C[θ′]-basis of G0; therefore, the natural morphism G0 ∩G′0 → G0/(θ
′ − 1)G0 is an

isomorphism.

Lemma 6.5. — If the Birkhoff problem for G0 has a V -solution G′0, then, for any

γ ∈ R, V γR̂FM loc/(τ−z)V γR̂FM loc is identified with the Rees module of the filtration

V γ+•H1
DR(P1,M⊗ E−t).

Proof. — We note that (∗)∞ in Lemma 5.20 gives (as z = τ ⊗ θ′):

V γR̂FM loc/(τ − z)V γR̂FM loc

=
⊕
k

τk ⊗
[
(G0 ∩ V γ−kθ G)/(θ′ − 1)(G0 ∩ V γ−k+1

θ G)
]
.

As G′0 is a V -solution, the natural inclusion

(θ′ − 1)(G0 ∩ V γ+1
θ G) ⊂ [(θ′ − 1)G0] ∩ (G0 ∩ V γθ G)

is an equality for any γ ∈ R: indeed, since G0 =
⋃
`∈Z(G0 ∩ V γ−`θ G), an ele-

ment in the RHS can be written both as a polynomial (θ′ − 1)
∑
j>0 ajθ

′j with

aj ∈ G0 ∩ G′0 ∩ V γ−`+jθ G for some fixed ` ∈ Z, and as a polynomial
∑
j>0 bjθ

′j

with bj ∈ G0 ∩G′0 ∩ V γ+j
θ G, according to (6.4); the assertion follows by considering

the term of highest degree with respect to θ′ and by a straightforward induction. As

a consequence,

(G0 ∩ V γθ G)/(θ′ − 1)(G0 ∩ V γ+1
θ G)

is equal to the image of G0 ∩V γθ G in G0/(θ
′− 1)G0 for any γ. The result follows.

The previous proof also shows that the morphism G0 ∩ V γθ G → G0/(θ
′ − 1)G0

induces an isomorphism

G0 ∩G′0 ∩ V γθ G
∼−→ V γ(G0/(θ

′ − 1)G0) ' V γH1
DR(P1,M⊗ E−t).
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As a consequence of the lemma, for any β ∈ (−1, 0],

(6.6) V βR̂FM loc/(τ − z)V βR̂FM loc = RV β+•H1
DR(P1,M⊗ E−t).

Lemma 6.7. — If (M,F•M) underlies a polarizable complex Hodge D-module, then

the Birkhoff problem for the Brieskorn lattice of (M,F•M) has a V -solution.

Proof. — We follow the argument of [22, Lemma 2.8]. According to [5, Prop. B.3(1)],

giving a V -solution to the Brieskorn problem for G
(F )
0 is equivalent to giving, for

any β ∈ (−1, 0], a filtration of ψβθG which is opposite to G(F ),•ψβθG and which is

stable by the nilpotent operator Nθ induced by −(θ∂θ − β). According to (5.22) and

Corollary 5.14(3), G(F ),•ψβθG is the Hodge filtration of a polarized complex mixed

Hodge structure for which the nilpotent endomorphism is a nonzero multiple of Nθ.

Remark 5.5 gives then a convenient opposite filtration.

6.b. Deligne’s filtration on the exponentially twisted DX-module

In this subsection, we denote by X an open disc in C with a coordinate x centered at

its origin. Let M be a regular holonomic DX -module equipped with a good filtration

F•M. We will make the following assumptions:

(1) M has a singularity at x = 0 at most and is the minimal extension of its

localized module M̃ := OX [1/x]⊗OX M.

(2) The eigenvalues of the monodromy of the local system Ker
[
∂x : M|X∗ →M|X∗

]
have an absolute value equal to 1. (Hence, the decreasing Kashiwara-Malgrange

filtration V •M of M at the origin is indexed by a finite set of real numbers translated

by Z.)

We denote by M ⊗ E−1/x the OX [1/x]-module M̃ equipped with the twisted con-

nection ∇− d(1/x) (i.e., if e is the generator of the rank one OX [1/x]-module E−1/x,

we have ∂x(e⊗m) = e⊗((∂x+x−2)m)). For any γ ∈ R, we denote by dγe the smallest

integer > γ, so that γ − dγe ∈ (−1, 0]. Deligne’s filtration is defined for γ ∈ R by:

F γDel(M̃⊗ E−1/x) :=
∑
k>0

∂kxx
−1(F dγe+kV γ−dγeM⊗ E−1/x).

(The usefulness of the shift by x−1 will appear later.) From now on, we will skip the

term ⊗E−1/x, so we will write

F γDelM̃ :=
∑
k>0

(∂x + x−2)kx−1F dγe+kV γ−dγeM.

The sum above consists of a finite number of terms since, for β ∈ (−1, 0] fixed,

F rV βM = 0 for r � 0. Therefore, each F γDelM̃ is a locally free OX -module of finite

rank. Moreover, we clearly have the transversality property (∂x + x−2)F γDelM̃ ⊂
F γ−1

Del M̃.

Let us show that the filtration is decreasing. Assume that γ′ := β′+p′ > γ := β+p,

with β, β′ ∈ (−1, 0] and p, p′ ∈ Z. The inclusion F β
′+p′

Del ⊂ F β+p
Del is clear if β′ > β
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(so p′ > p). It remains to consider the case where β′ < β and p′ > p + 1 and it is

enough to assume p′ = p+ 1. Writing 1 = (∂x + x−2)x2 − ∂xx2, we get, for k > 0,

(∂x + x−2)kx−1F p+1+kV β
′
M ⊂ (∂x + x−2)k+1x−1F p+1+kV β

′+2M

+ (∂x + x−2)k∂xxF
p+1+kV β

′
M.

In the right-hand side, the first term is contained in F β+p
Del as β′ + 2 > β. For the

second one, we note that ∂xxF
p+1+kV β

′ ⊂ F p+kV β′ ⊂ x−1F p+kV β
′+1, so the second

term is also contained in F β+p
Del , as β′ + 1 > β.

Example 6.8. — Let us assume, as in [4], that (5.12) holds and that j∗F •M has only

one jump at p = 0, so j∗F 1M = 0 and j∗F 0M = j∗M. Then, for β ∈ (−1, 0]

and p ∈ Z,

F β+p
Del M̃ =

{
0 if p > 1,

x2p−1V β if p 6 0.

Indeed, if p = −1 for instance,

F β−1
Del M̃ = (∂x + x−2)x−1V β + x−1V β = x−3V β ,

as x2∂x+1 is invertible on V βM (as M has a regular singularity at x = 0, it is enough

to check this on modules like OX〈∂x〉/(x∂x − α)µ).

6.c. Deligne’s filtration on the de Rham complex. — We now consider the

case where (M, F •) is a filtered D-module on the projective line P1. We denote by t

a fixed affine coordinate on the affine line A1 = P1 r {∞}. We define the Deligne

filtration on M ⊗ E−t, with M̃ := OP1(∗∞) ⊗OP1
M, by the following formulas (for

simplicity, we identify M⊗E−t with the OP1(∗∞)-module M̃ with twisted connection

∇− dt):
• Away from ∞, we set F β+p

Del M̃ = F pM for β ∈ (−1, 0], and p ∈ Z,

• near ∞, we set x = 1/t and use the definition of §6.b.

The de Rham complex DR(M̃⊗ E−t) is filtered by setting, for each γ ∈ R,

F γDel DR(M̃⊗ E−t) = {0→ F γDel(M̃⊗ E−t)
∇−−−→ Ω1

P1 ⊗ F γ−1
Del (M̃⊗ E−t)→ 0},

a complex which is also written as

{0→ F γDelM̃
∇− dt−−−−−−→ Ω1

P1 ⊗ F γ−1
Del M̃→ 0}.

Example 6.9. — Let us consider the case of Example 6.3. Using the computation in

Example 6.8, we find, on P1 r {t = 0} with the coordinate t′,

F γDel(M̃⊗ E−t) =


0 if γ > 0,

C[t′]t′−2p[1] if γ = −p, p ∈ N,
C[t′]t′−(2p+1)[1] if γ = −α− p, p ∈ N.
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In particular, the complex gr1−α
FDel

DR(M̃ ⊗ E−t) reduces to the complex having only

gr−αFDel
(M̃⊗ E−t) in degree one, and we get 6.1(2) in that case.

Theorem 6.1 is a consequence of the following proposition, together with Lemma

6.7 and (6.2).

Proposition 6.10. — If (M, F •) underlies a polarized complex Hodge D-module on P1,

then the filtered de Rham complex RΓ DR(M̃ ⊗ E−t, F •Del) is strict, that is, for any

γ ∈ R, the natural morphism

H∗
(
P1, F γDel DR(M̃⊗ E−t)

)
−→ H∗

(
P1,DR(M̃⊗ E−t)

)
is injective, with image V γ−1H1

(
P1,DR(M̃⊗ E−t)

)
(when ∗ = 1).

Proof. — We assume for simplicity that RFM underlies a polarized Hodge D-module

of weight 0, with polarization (Id, Id), that we denote T = (RFM, RFM, RF k) =

(M ,M , C) (cf. [19]). Let us consider a new copy of the affine line, that we denote

by Â1 with coordinate τ , and let us denote by p : P1 × Â1 → P1 the projection. Let

us set FT = (FM ,FM ,FC) with

FM := E−tτ/z ⊗ p+M̃

and FC defined as in [18, §3]. If V •M̃ denotes the V -filtration along t′ = 0, we have

V βt′ M̃ = RFV
β
t′M for β > −1. The V -filtration of FM along τ = 0 is computed in

[18]. In a chart near (t = ∞, τ = 0), setting t′ = 1/t, it is given by the formula

(if β ∈ (−1, 0])

V βτ
FM =

∑
k>0

ðkt′(p∗RFV
β−1
t′ M̃⊗ E−tτ/z).

(There is also a formula for V γτ
FM for any γ ∈ R, but it will be needed here.) This

can be rewritten as

V βτ
FM =

∑
k>0

(1⊗ z∂t′ + τ ⊗ t′−2)k(C[τ ]⊗C t
′−1RFV

β
t′ M̃).

Let us now consider the multiplication by τ − z. It is clearly injective on FM , hence

on each V βτ
FM . The cokernel is given by

V βτ
FM /(τ − z)V βτ FM =

∑
k>0

(∂t′ + t′−2)kt′−1zkC[z]RFV
β
t′M

that is, for any β ∈ (−1, 0],

(6.11) V βτ
FM /(τ − z)V βτ FM = RFβ+•

Del
(M̃⊗ E−1/t′).

In a chart away from t =∞ (and near τ = 0), we have, for β ∈ (−1, 0],

V βτ
FM = FM ,

and therefore (6.11) remains valid in this chart.

Let p̂ : P1 × Â1 → Â1 denote the projection. Then, according to [16, Th. 3.3.15],

[18, Prop. 4.1(ii) and Cor. 5.9] and [16, Th. 6.1.1], the filtered complex p̂+V
•
τ

FM is
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strict, that is, H j p̂+V
β
τ

FM → H j p̂+
FM is injective for any j and β, therefore

H j p̂+V
β
τ

FM = 0 for any j 6= 0 and any β, and H 0p̂+V
β
τ

FM is identified with

V βτ H 0p̂+
FM = V βτ R̂FM = V βτ R̂FM loc (because β > −1).

We thus have an exact sequence

0→H 0p̂+V
β
τ

FM
τ − z−−−−−→H 0p̂+V

β
τ

FM →H 0p̂+RFβ+•
Del

(M̃⊗ E−t)→ 0

which is identified with the exact sequence (cf. (6.6))

0→ V βτ R̂FM loc
τ − z−−−−−→ V βτ R̂FM loc → RV β+•H1

DR(P1, M̃⊗ E−t)→ 0

The identification of the action of z2∂z, i.e., the grading with respect to the filtrations

involved, gives

H 0p̂+RFβ+•
Del

(M̃⊗ E−t) = H1
(
P1, RFβ+•+1

Del
DR(M̃⊗ E−t)

)
.

Fixing the power of z shows therefore that, for any p ∈ Z, the morphism

H1
(
P1, F β+p

Del DR(M̃⊗ E−t)
)
−→ H1

(
P1,DR(M̃⊗ E−t)

)
induces an isomorphism onto V β+p−1H1

DR(P1, M̃⊗ E−t), as was to be proved.

Remark 6.12. — It is possible to define the Deligne filtration as a filtration on G and

not only on its fibre at θ = 1. For any γ ∈ R, one sets

F γDelG = C[θ, θ−1] · (G0 ∩ V γθ G) ⊂ G.

One easily checks that Griffiths transversality holds for this filtration (i.e., t ·F γDelG ⊂
F γ−1

Del G). Moreover, the limit filtration when θ → 0 is the Hodge filtration on⊕
β∈(−1,0] grβVθ G, that is, for any β ∈ (−1, 0],

F γDel grβVθ G := (F γDelG ∩ V
β
θ G)/(F γDelG ∩ V

>β
θ G)

jumps at most at γ = β + p, p ∈ Z, and

F β+p
Del grβVθ G = Gp grβVθ G := (Gp ∩ V βθ G)/(Gp ∩ V >βθ G),

where we recall that Gp = θ′pG0. These properties are checked by using a V -solution

of the Birkhoff problem for G0, as in Lemma 6.5.

7. The new supersymmetric index and the spectrum

Let (T ,S ) be a polarized complex Hodge D-module of weight w on P1

(cf. Definition 5.11). Its exponentially twisted de Rham cohomology H 0a+
FT

is an integrable polarized twistor structure of weight w, according to Corollary 5.16,

which is identified to the fibre (T̂ , Ŝ )1 of the Fourier-Laplace transform (T̂ , Ŝ ) at

τ = 1.

Recall (cf. Appendix B) that we have a rescaling action with respect to τ ∈ C∗,
that we denote by µ∗τ , on integrable twistor structures. Applying it to T̂1, we get a

family Susy
µ∗τ T̂1

(T ) of polynomials in T with coefficients depending on τ ∈ C∗.
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Theorem 7.1. — If (T ,S ) is a polarized complex Hodge D-module of weight w, then

lim
τ→0

Susy
µ∗τ T̂1

(T ) = SP∞
T̂1

(T ),

lim
τ→∞

Susy
µ∗τ T̂1

(T ) = SP0
T̂1

(T ).

Remark 7.2. — It follows that the eigenvalues of the new supersymmetric index of

µ∗τ T̂1 interpolate, when τ varies between 0 and ∞, between the spectrum at ∞,

which gives, by exponentiating, the eigenvalues of the monodromy of the original

variation of Hodge structure around t = ∞, and the spectrum at 0, which gives, by

exponentiating, the eigenvalues of the monodromy of the original variation near the

singular points at finite distance. In particular, in general, Susy
µ∗τ T̂1

(T ) is far from

being constant with respect to τ .

As we will indicate below, µ∗τ T̂1 is nothing but the fibre T̂τ . If w = 0, T̂|τ 6=0 is

a variation of polarized pure twistor structure of weight 0, hence corresponds to a

flat bundle with harmonic metric ĥ. The flat bundle is nothing else but Gan with

its connection. Now, Susy
T̂τ

(T ) is the characteristic polynomial of the selfadjoint

operator Q acting on the C∞ bundle associated to G. Therefore, at each τo ∈ C∗,
the fibre Gτo has a ĥ-orthogonal decomposition indexed by the eigenvalues of Qτo .

This decomposition does not give rise to a filtration of Gan indexed by a discrete set

of R, however. On the other hand, Deligne’s filtration introduced in Remark 6.12 is

a Hodge-type filtration, but does not correspond, in general, to the previous ‘Hodge’

decomposition. Nevertheless, this difference disappears asymptotically when τ → 0,

according to the theorem.

Example 7.3. — Let f be a cohomologically tame function on an smooth complex

affine variety U as in Examples 1.4 and 1.8 and let G0 be the corresponding Brieskorn

lattice. In [19, Th. 4.10] we have defined (following a conjecture of C. Hertling) a

sesquilinear pairing Ĉ on G0 and proved that G := (G0, G0, Ĉ) is a pure twistor

structure of weight 0 polarized by (Id, Id). It is moreover integrable, and can be

obtained as the direct image by the constant map of the exponential twist of the

minimal extension of a suitable variation of Hodge structure (namely, the intermediate

direct image by f of OU , with a suitable Tate twist).

In such a case, there is a natural real structure coming from the real structure

on the cohomology HdimU (U, f−1(t)) for a regular value t ∈ C of f , and we can

define QHert as in Remark 2.6, whose eigenvalues are symmetric with respect to 0.

According to the symmetry, mentioned in Examples 1.4 and 1.8, of the spectrum at

the origin or at infinity with respect to 1
2 dimU , Theorem 7.1 reads:

lim
τ→0

SusyHert
µ∗τG (T ) = SP∞G0

(T − 1
2 dimU),

lim
τ→∞

SusyHert
µ∗τG (T ) = SP0

G0
(T − 1

2 dimU).

Proof of Theorem 7.1. — It will have three steps.
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Step 1. — According to Proposition B.2 in the appendix, µ∗τ T̂1 is regarded as the

fibre at τ of the Fourier-Laplace transform T̂ of T , whose definition is recalled in

§4.b.

Step 2. — According to [19] (cf. §4.c), T̂ is an integrable polarized regular twistor

D-module of weight w on the analytic affine line with coordinate τ , and according to

Theorem A.1 of the appendix A, it is an integrable wild twistor D-module of weight w

at τ = ∞ (this could also be deduced from [12]). We can therefore apply Theorem

3.1 at τ = 0 and Theorem 3.5 at τ = ∞ to compute the left-hand sides in Theorem

7.1.

Step 3 for τ → 0. — From Corollary 5.14 applied to the right-hand sides in (4.5)(∗),
we conclude from Lemma 5.8 that the Susy polynomials are equal to the corresponding

SP∞ polynomials. It follows that such a property holds for the left-hand sides, as

the shift by β is the same for Susy and SP∞. By Corollary 5.16 and Lemma 5.8,

H 0a+T satisfies Susy = SP∞, hence so does the left-hand side in (4.5)(∗∗). It follows

that (Ψ0
τ T̃ ,Ψ0

τS ,N , z2∂z) is Tw of a polarized complex mixed Hodge structure of

weight w, hence also satisfies Susy = SP∞. Therefore,∏
β∈(−1,0]

∏
`∈Z

Susy
grM
` Ψβτ T̂

(T ) =
∏

β∈(−1,0]

∏
`∈Z

SP∞
grM
` Ψβτ T̂

(T )

= SP∞
G

(F )
0

(T ) after Corollary 5.21

= SP∞
T̂1

(T ) by definition.

On the other hand, Theorem 3.1 gives

lim
τ→0

Susy
T̂τ

(T ) =
∏

β∈(−1,0]

∏
`∈Z

Susy
grM
` Ψβτ T̂

(T ).

Step 3 for τ →∞. — We argue similarly at τ = ∞. We apply Corollaries 5.14 and

5.15 to the right-hand sides in (4.6)(∗) and get, according to Lemma 5.8, the equality

between the Susy polynomial and the SP0 polynomial. This equality then also holds

for the left-hand side, as the same shift of −(β + 1) applies to both. We conclude:∏
i

∏
β∈(−1,0]

∏
`∈Z

Susy
grM
` Ψ

ci/τ
′,β

τ′ T̂
(T ) =

∏
i

∏
β∈(−1,0]

∏
`∈Z

SP0

grM
` Ψ

ci/τ
′,β

τ′ T̂
(T )

=
∏
i

SP0

G
(F )
i,0

(T ) after Corollary 5.23

= SP0
T̂1

(T ) by definition.

On the other hand, Theorem 3.5 gives

lim
τ ′→0

Susy
T̂τ′

(T ) =
∏
i

∏
β∈(−1,0]

∏
`∈Z

Susy
grM
` Ψ

ci/τ
′,β

τ′ T̂
(T ).
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Appendix A. Stationary phase formula for polarized twistor D-modules

Let (T ,S ) be a polarized regular twistor D-module of weight w (in the sense

of [16] or [11]) on P1. The Fourier-Laplace transform (T̂ , Ŝ ) is an object of the

same kind on the analytic affine line Â1 with coordinate τ , after [15] and [18]. The

purpose of this appendix A is to show that this Fourier-Laplace transform naturally

extends as a wild twistor D-module (in the sense of [20], cf. also [12]) near ∞̂ ∈ P̂1

and to relate the corresponding nearby cycles with the vanishing cycles of (T ,S ) at

its critical points (stationary phase formula). While the first goal could directly be

obtained from recent work of T. Mochizuki [12], we follow here the method of [18] in

order to get in the same way the stationary phase formula. We will use the notation

introduced in §2.b and in §4.b.

Theorem A.1. — Let (T ,S ) be a polarized regular twistor D-module of weight w

on P1. Then its Fourier-Laplace transform (T̂ , Ŝ ) is a polarized wild twistor D-

module of weight w on P̂1 and, for any c ∈ C, we have functorial isomorphisms in

R- Triples(pt) compatible with the polarizations induced by Ŝ and S respectively:

(Ψ
c/τ ′,β
τ ′ T̂ ,Nτ ′) ' (Ψβ

t+cT ,Nt+c) if Reβ ∈ (−1, 0),
(∗)

grM
• Ψ

c/τ ′,β
τ ′ T̂ ' grM

• Ψβ
t+cT if β ∈ iR∗,

(Ψ
c/τ ′,0
τ ′ T̂ ,Nτ ′) ' (φ−1

t+cT ,Nt+c).(∗∗)

Remark A.2. — In [18] and [16, Appendix], the distinction between the two lines in

the analogue of A.1(∗) was mistakenly forgotten in the corresponding statements (see

Footnote 3 below).

Proof. — According to the results of [15] and [18], it is enough to prove the conditions

on the wild specialization at ∞̂, that is, (∗) and (∗∗) with possible ramification at

τ ′ = 0. We will denote by i0 the inclusion {0} ↪→ P1. We can reduce to the case

w = 0 by Tate twist by (w/2), and assume that S = (Id, Id), so Ŝ = (Id, Id). The

compatibility with polarizations will then be clear from the proof.

As in [18, Prop. 4.1], we will denote by Dβ the divisor 1 · i if β ∈ iR∗− and 1 · (−i)
if β ∈ iR∗+, and Dβ = 0 otherwise. For a R-module N , the R-module N (Dβ)

is defined as usual as OΩ0(Dβ) ⊗OΩ0
N . We denote the monodromy filtration of a

nilpotent endomorphism by M•.

Lemma A.3. — Let M be a coherent RP1-module which is strictly specializable at

t = 0. Then the RZ (∗∞̂)-module FM is strictly specializable along τ ′ = 0 and we

have natural functorial isomorphisms of RP1-modules with nilpotent endomorphism

(Ψ0,β
τ ′

FM|∆0
,Nτ ′) ' i0,+(Ψβ

t M|∆0
,Nt) if Reβ ∈ (−1, 0),

(∗)
grM
• Ψ0,β

τ ′
FM|∆0

' i0,+(grM
• Ψβ

t M (Dβ)|∆0
) if β ∈ iR∗,

(Ψ0,0
τ ′

FM ,Nτ ′) ' i0,+(φ−1
t M ,Nt).(∗∗)
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Recall (cf. [16, §3.6.b]) that φ−1
t M is also denoted ψ−1

t M (or ψt,0M if one uses

the increasing notation), but later we will extend the correspondence with sesquilinear

pairings, where the distinction between φ and ψ is important. Recall also (cf. [20])

that the notation Ψ0,β
τ ′

FM has the same meaning as Ψβ
τ ′

FM (as used on the right-hand

side), but we mean here that the possible exponential factor is zero, for later use.

Proof. — We will consider the two charts (t, τ ′) and (t′, τ ′). Let us first start with

the second one. Let (mi)i∈I be a finite set of RP1,(t′o,zo)-generators of Mt′o,zo
. Then,

from the formulas (cf. [16, (A.2.5)])

m/t′τ ′ ⊗ E−tτ/z = τ ′ðτ ′(m⊗ E−tτ/z)

ðt′(m⊗ E−tτ/z) = (ðt′m)⊗ E−tτ/z + τ ′(τ ′ðτ ′)2(m⊗ E−tτ/z),

we conclude that, in this chart, FM is V0RZ -coherent (where the V -filtration on Z

is relative to τ ′ = 0) and that it is strictly specializable along τ ′ = 0 with a constant

V -filtration.

Let us now consider the chart (t, τ ′) and the corresponding formulas [16, (A.2.4)]

ðt(m⊗ E−tτ/z) = [(ðt − 1/τ ′)m]⊗ E−tτ/z,

ðτ ′(m⊗ E−tτ/z) = tm/τ ′2 ⊗ E−tτ/z.

The proof is very similar to that of [18, Prop. 4.1]. It will be simpler to work with

the algebraic version of FM , that is, to consider the projection p in the algebraic

sense, so p+M̃ (∗∞̂) = C[τ ′, τ ′−1] ⊗C M̃ . Moreover, as we work in the (analytic)

chart with coordinate t, there is no difference between M̃ and M . We will exhibit

the V -filtration of FM along τ ′ = 0. As such a filtration is only locally defined with

respect to z, we fix zo and work with in some neighbourhood of zo. We will forget zo
in the notation of the V -filtration. For any b ∈ R, let us set

U bFM :=
∑
`>0

ð`t
∑
k∈Z

τ ′−k(V b+kM ⊗ E−t/zτ
′
) ⊂M [τ ′, τ ′−1]⊗ E−t/zτ

′
,

where V •M is the V -filtration (near zo) of M along t = 0. The following properties

are easily checked:

• U•FM is a decreasing filtration of FM by RP1 [τ ′]〈τ ′ðτ ′〉-modules.

• τ ′U bFM = U b+1FM (so τ ′ induces grbU
FM

∼−→ grb+1
U

FM ).

• From the strict specializability of M (cf. [16, Def. 3.3.8 & Rem. 3.3.9(2)]) we get,

for b ∈ (−1, 0] and k ∈ N, V b+kM = tkV bM and V b−1−kM =
∑k−1
j=0 ðjtV −1M +

ðkt V b−1M . If we write, according to [16, (A.2.4)],

U bFM =
∑
`>0

ð`t
(∑
k>0

(τ ′ðτ ′)k(V bM ⊗ E−t/zτ
′
)

+ τ ′
∑
k>0

τ ′k(V b−1−kM ⊗ E−t/zτ
′
)
)
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and, for k > 0,

τ ′k(V b−1−kM ⊗ E−t/zτ
′
) = (τ ′ðt + 1)k(V b−1M ⊗ E−t/zτ

′
)

+

k−1∑
j=0

τ ′j(τ ′ðt + 1)k−j(V −1M ⊗ E−t/zτ
′
),

we find that U bFM is RP1 [τ ′]〈τ ′ðτ ′〉-coherent, and locally generated as such by

mi ⊗ E−t/zτ
′

and τ ′(nj ⊗ E−t/zτ
′
), if mi (resp. nj) are local OP1〈tðt〉-generators

of V bM (resp. V b−1M ).

• If Bb(s) is the minimal polynomial of tðt on grbV M , then, for any local section m

of V bM , as (tðt + τ ′ðτ ′)(m⊗ E−t/zτ
′
) = (tðtm)⊗ E−t/zτ

′
and as ðtt(m⊗ E−t/zτ

′
) ∈

U b+1FM , we find Bb(τ
′ðτ ′ − 1)(m⊗ E−t/zτ

′
) ∈ U>bFM .

It follows from these properties that V bFM := U b−1FM is a good candidate for being

the V -filtration of FM . It remains to check the strict specializability, by computing

the graded modules.

For any b ∈ R, the map (where η is a new variable)

V bM [η] −→ U bFM = V b+1FM∑
p

mpη
p 7−→

∑
p

ðpt (mp ⊗ E−t/zτ
′
)

induces a mapping

(A.4) (grbV M [η], tðt) −→ (grbU
FM , τ ′ðτ ′ − 1)

τ ′−1

−−−−→
∼

(grbV
FM , τ ′ðτ ′),

and we have a commutative diagram

(A.5)

grbV M [η] //

ðt
��

grbV
FM

τ ′−1

��

grb−1
V M [η] // grb−1

V
FM

Moreover, if we identify in a natural way grbV M [η] with i0,+ grbV M , this map is a

morphism of RP1 -modules.

Lemma A.6. — If b < 0, (A.4) is an isomorphism of RP1-modules.

Proof. — If b ∈< 0, we assert that

U bFM = U>bFM +
∑
`>0

ð`t(V bM ⊗ E−t/zτ
′
),

which implies that the morphism (A.4) is onto. Indeed, on the one hand, using the

formulas [16, (A.2.4)] recalled above and iterating the inclusion

τ ′−1(V b+1M ⊗ E−t/zτ
′
) ⊂ ∂t(V b+1M ⊗ E−t/zτ

′
)− (∂tV

b+1M ⊗ E−t/zτ
′
)

⊂ U b+1FM + (V bM ⊗ E−t/zτ
′
),
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we get ∑
k>0

τ ′−k(V b+kM ⊗ E−t/zτ
′
) ⊂ (V bM ⊗ E−t/zτ

′
) + U b+1FM .

On the other hand, if b < 0, for any k > 1 we have V b−kM = ðkt V bM + V >b−kM

and

τ ′k(V b−kM ⊗ E−t/zτ
′
) ⊂ (τ ′ðt + 1)k(V bM ⊗ E−t/zτ

′
) + U>bFM .

Notice then that, for j > 1, ðjt (V bM ⊗E−t/zτ
′
) ⊂ U bFM and τ ′jðjt (V bM ⊗E−t/zτ

′
) ⊂

U b+jFM ⊂ U>bFM .

The morphism (A.4) is also injective: one remarks that, given local sections nj
of M , if

∑
j τ
′jnj ⊗ E−t/zτ

′
is a local section of U bFM , then the dominant coefficient

with respect to τ ′−1 belongs to V bM (by considering the dominant coefficient with

respect to τ ′−1 in an expression like
∑
p ð

p
t (mp ⊗ E−t/zτ

′
)); arguing as in [18, Proof

of Prop. 4.1, §(ii)(6)], one gets the injectivity.

At this point, we have proved the strict specializability of FM along τ ′ = 0. We

now prove the existence of the isomorphisms (∗) and (∗∗) of Lemma A.3.

Let β be such that Reβ ∈ (−1, 0]. The morphism (A.4) induces, near zo, a

morphism (i0,+ψ
β
t M ,Nt) → (ψβτ ′

FM ,Nτ ′). One can show that these locally defined

morphisms glue together. Setting `zo(β) = Reβ − (Im zo)(Imβ) (cf. [16, p. 17]), if

`zo(β) < 0, it is an isomorphism near zo, according to the Lemma A.6 with b = `zo(β).

Let us first show that such remains the case if `zo(β) = 0. In this case, by definition

of strict specializability (cf. [16, Def. 3.3.8(c)], we know that ðt : ψβt M → ψβ−1
t M is

an isomorphism near zo, so we conclude using (A.5).

Let us now assume that `zo(β) > 0 and let us choose k ∈ N such that `zo(β − k) ∈
(−1, 0]. Near zo, we get from (A.5) a commutative diagram

i0,+ψ
β
t M //

i0,+ðkt
��

ψβτ ′
FM

τ ′−k
��

i0,+ψ
β−k
t M // ψβ−kτ ′

FM

where the right vertical map is an isomorphism, by definition, and the choice of k

implies that the lower horizontal map is an isomorphism. On the other hand, by

the strict specializability of M at t = 0 (cf. [16, Def. 3.3.8(1b) and Rem. 3.3.9(2)])

and the choice of k, the map tk : ψβ−kt M → ψβt M is an isomorphism, and ðkt tk :

ψβ−kt M → ψβ−kt M is equal to
∏k−1
j=0

[
(β− j) ? z+ Nt

]
. We note that (β− j) ? z+ Nt

is invertible near zo unless (β − j) ? zo = 0. With the conditions zo ∈ ∆0, β 6= 0,

Re(β − j) 6 0, j = 0, . . . , k − 1, `zo(β − j) > 0, this vanishing only occurs if j = 0,

Reβ = 0 and zo = i if Imβ < 0, zo = −i if Imβ > 0. Therefore, on the one hand,

the natural morphism (A.4) induces

(A.7) i0,+ψ
β
t M|∆0

∼−→ ψβτ ′
FM|∆0

if Reβ ∈ (−1, 0).
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On the other hand, if β ∈ iR∗, one checks similarly that, grading first(3) by the

monodromy filtration in order to kill Nt, (A.4) induces an isomorphism

(A.8) i0,+ grM
• ψ

β
t M|∆0

∼−→ grM
• ψ

β
τ ′

FM|∆0
(−Dβ).

Lastly, if β = 0, we consider the isomorphism

(A.9) i0,+ψ
−1
t M|∆0

∼−→ ψ−1
τ ′

FM|∆0

τ ′−−−→
∼

ψ0
τ ′

FM|∆0
.

Notice that, by definition, Ψβ
τ ′

FM = ψβτ ′
FM . So, at this point, we have obtained

A.3(∗∗). In order to get A.3(∗), it remains to compare ψβt M|∆0
with Ψβ

t M|∆0
. Argu-

ing in a way similar to that of [18, Lemma 4.18], we conclude that, for Reβ ∈ (−1, 0],

the natural inclusion ψβt M|∆0
↪→ Ψβ

t M|∆0
is an isomorphism. This gives A.3(∗).

Finally, the functoriality of the isomorphisms A.3(∗) and (∗∗) is clear from the

construction.

Let T = (M ′,M ′′,CS) be an object of R- Triples(P1), such that M ′,M ′′

are RP1-coherent and strictly specializable along t = 0. Then FT is defined as

(FM ′,FM ′′,FCS), where FM ′,FM ′′ are as above and FCS is defined in [16, p. 196].

Lemma A.10. — Let T be as above. Then the isomorphisms of Lemma A.3 extend

as isomorphisms

(Ψ0,β
τ ′

FT ,Nτ ′) ' i0,+(Ψβ
t T ,Nt) if Reβ ∈ (−1, 0),

(∗)
grM
• Ψ0,β

τ ′
FT ' i0,+(grM

• Ψβ
t T ) if β ∈ iR∗,

(Ψ0,0
τ ′

FT ,Nτ ′) ' i0,+(φ−1
t T ,Nt).(∗∗)

Proof. — The point is to prove the compatibility of the corresponding sesquilinear

pairings under A.3(∗) and (∗∗), up to Γ-factors that we will analyse, as in [18, Proof

of Prop. 5.8].

Let us fix zo ∈ S and let us work in the neighbourhood of zo. For β 6= 0 with

Reβ ∈ (−1, 0], let us set α = −β − 1 and b = `zo(β). Let m′,m′′ be local sec-

tion near (t = 0, zo) of V bM ′, V bM ′′ inducing sections [m′], [m′′] of ψβt M ′, ψβt M ′′

on grbV M ′, grbV M ′′ (recall that ψβt M|S = Ψβ
t M|S, cf. [16, Lemma 3.4.2(2)]). We

regard [m′], [m′′] as sections of i0,+ψ
β
t M ′, i0,+ψ

β
t M ′′ (degree 0 with respect to η).

Following (A.4), they correspond to sections [τ ′−1m′⊗E−t/zτ
′
], [τ ′−1m′′⊗E−t/zτ

′
] of

Ψ0,β
τ ′

FM ′,Ψ0,β
τ ′

FM ′′. By definition, we have, for any C∞ form ϕ(t) of type (1, 1) on P1

with compact support in the chart t,〈
ψβτ ′

FCS([τ ′−1m′ ⊗ E−t/zτ
′
], [τ ′−1m′′ ⊗ E−t/zτ

′
]), ϕ

〉
= Ress=α?z/z

〈
FCS(m′ ⊗ E−t/zτ

′
,m′′ ⊗ E−t/zτ

′
), ϕ ∧ |τ ′|2(s−1)χ̂(τ ′) i

2πdτ
′ ∧ dτ ′

〉
= Ress=α?z/z

〈
CS(m′,m′′), Iχ̂(t, s, z)ϕ

〉
,

(3)This grading was forgotten in [18].
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where χ̂ is C∞ with compact support in P̂1, ≡ 1 near τ ′ = 0 and ≡ 0 far from τ ′ = 0,

and Iχ̂ is defined for Re s > 0 as in [16, §3.6.b] by

Iχ̂(t, s, z) =

∫
ezt/τ

′−t/zτ ′ |τ ′|2(s−1)χ̂(τ ′) i
2πdτ

′ ∧ dτ ′.

The last equality above means that
〈
CS(m′,m′′), Iχ̂(t, s, z)ϕ

〉
is holomorphic with

respect to s for Re s > 0 and extends as a meromorphic function of s, of which we

take the residue at s = α ? z/z.

One first proves, as in [16, Lemma 3.6.6] that
〈
CS(m′,m′′), Iχ̂(t, s, z)ϕ

〉
has poles

on sets s = γ ? z/z (z ∈ S) with Re γ < Reα or γ = α. Moreover, only the first case

occurs if ϕ vanishes along t = 0, and we can thus assume that ϕ ≡ i
2πdt ∧ dt near

t = 0. As the residue at s = α ? z/z does not depend on the such a ϕ, we can assume

ϕ = χ2 i
2πdt ∧ dt with χ ≡ 1 near t = 0. We will compare

〈
CS(m′,m′′), Iχ̂(t, s, z)χ

〉
and

〈
CS(m′,m′′), |t|2sχ2

〉
before taking their residue.

If we denote by T the distribution χCS(m′,m′′), and by F the Fourier transform

with kernel etτz−tτ/z i
2πdτ ∧dτ (cf. [16, Rem. 3.6.17]), these functions are respectively

written as∫
FT (τ, z)|τ |−2(s+1)χ̂(τ) i

2πdτ ∧ dτ and

∫
FT (τ, z)Îχ(τ, s, z) i

2πdτ ∧ dτ

with Îχ(τ, s, z) := F−1(|t|2sχ) (this is analogous to (3.6.25) and (3.6.26) in loc. cit.).

We note that (1−χ̂(τ))FT (τ, z) is C∞ with compact support, so its inverse Fourier

transform η is in the Schwartz class, and∫
FT (τ, z)Îχ(τ, s, z)(1− χ̂(τ)) i

2πdτ ∧ dτ

reads
∫
ηχ|t|2s i

2πdt ∧ dt, so takes the form Γ(s + 1)h(s, z), where h is entire with

respect to s. Using the computation in [18, Lemma 5.14] for Îχ (replacing t there

with τ here) and in particular [18, (5.17)], we finally find, if β 6= 0,

Γ(1 + α ? z/z)

Γ(−α ? z/z)
Ress=α?z/z

〈
CS(m′,m′′), Iχ̂(t, s, z)χ

〉
= Ress=α?z/z

〈
CS(m′,m′′), |t|2sχ

〉
.

Let us write Γ(1 + α ? z/z)/Γ(−α ? z/z) = µµ as in [18, Lemma 5.5], and Dµ = −Dβ .

Using (A.7) or (A.8) we find (grading only if β ∈ iR∗, that is, if Dµ 6= ∅)

(grM
• )(Ψβ

τ ′
FM ′(Dµ),Ψβ

τ ′
FM ′′(Dµ), µµFCS) ' i0,+(grM

• )(Ψβ
t M

′,Ψβ
t M

′′,CS).

A.10(∗) follows then from [18, Lemma 5.6].

Arguing similarly for β = 0, we note that A.10(∗∗) is by definition (cf. [16, (3.6.18)

& Rem. 3.6.20]).

Arguing as in [18] by applying [16, §6.3], we get A.1(∗) and (∗∗) for c = 0. It is

then not difficult to check that replacing t with t + c corresponds to twisting T̂ by
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Ec/zτ
′
, and to get (∗) and (∗∗) for any c ∈ C in the same way. One checks that A.1(∗)

and (∗∗) hold after ramification by using [20, Rem. 2.3.3].

The integrable case. — Let us now assume that (T ,S ) is integrable. We will describe

the compatibility between the actions of z2∂z in Theorem A.1. Recall that, with this

assumption, the numbers β such that Ψβ
t T 6= 0 are real, and thus so are the numbers β

such that Ψβ
t T̂ 6= 0. In the computation above, we can set b = β and do not worry

about the local dependence with respect to zo (cf. [16, Chap. 7]).

The morphism (A.4) is compatible with the natural action of z2∂z on i0,+ grbV M

on the one hand, and the action of z2∂z− τ ′∂′τ on grVb+1
FM on the other hand (where

the action of z2∂z comes from the natural action of z2∂z on FM , cf. Lemma 4.4). As

we set β = b, we thus have, for β < 0,

(i0,+ψ
β
t M , z2∂z)

∼−→ (ψβ+1
τ ′

FM , z2∂z − (β + 1)z −Nτ ′).

As multiplication by τ ′ commutes with z2∂z and Nτ ′ , we obtain

(i0,+ψ
β
t M , z2∂z)

∼−→

{
(ψβτ ′

FM , z2∂z − (β + 1)z −Nτ ′) if β ∈ (−1, 0),

(ψ0
τ ′

FM , z2∂z −Nτ ′) if β = −1.

In a way analogous to that of Lemma A.10, we conclude

(i0,+ψ
β
t T , z2∂z)

∼−→ (ψβτ ′
FT , z2∂z − (β + 1)z −Nτ ′) if β ∈ (−1, 0),

(i0,+φ
−1
t T , z2∂z)

∼−→ (ψ0
τ ′

FM , z2∂z −Nτ ′).

As ψβτ ′ commutes with the direct image by p̂ in our context, we get

(Ψβ
t T , z2∂z)

∼−→ (Ψ0,β
τ ′ T̂ , z2∂z − (β + 1)z −Nτ ′) if β ∈ (−1, 0),

(φ−1
t T , z2∂z)

∼−→ (Ψ0,0
τ ′ T̂ , z2∂z −Nτ ′),

and, grading with respect to M• kills Nτ ′ and gives, for any ` ∈ Z,

(grM
` Ψβ

t T , z2∂z)
∼−→ (grM

` Ψ0,β
τ ′ T̂ , z2∂z − (β + 1)z) if β ∈ (−1, 0),(A.11)

(grM
` φ
−1
t T , z2∂z)

∼−→ (grM
` Ψ0,0

τ ′ T̂ , z2∂z).(A.12)

Lastly, we get a similar result after translating t by c ∈ C.

Appendix B. Rescaling

In this appendix B, we recall the notion of rescaling of an integrable twistor struc-

ture considered in [8, Def. 4.1]. We also explain how the “no ramification” condition

is related to a good behaviour of the rescaling.

Let (H ′,H ′′,CS,∇) be an integrable twistor structure (cf. §2.c with X reduced

to a point). In order to clarify notation, we will denote by η the coordinate denoted

by z before. By integrability, ∇η2∂η acts on H ′,H ′′ in a way compatible with CS.

For the sake of simplicity, we will denote by η2∂η this action. The bundles H ′,H ′′

are a priori defined on some open neighbourhood of {|η 6 1|} but, using the gluing
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defined by CS and its compatibility with ∇, we can assume that they are defined,

together with the action of η2∂η, on the whole complex line Cη with coordinate η and

that CS is the restriction to S of a sesquilinear pairing compatible with ∇

C : H ′
|C∗η ⊗OC∗η

H ′′
|C∗η −→ OC∗η .

Let us consider the map µ : Cτ ′ ×Ω0 → Cη defined by µ(τ ′, z) = η = τ ′z (for τ ′ 6= 0,

we will set τ = τ ′−1; this corresponds to the coordinate τ in §4.b). The pull-backs

µ∗H ′, µ∗H ′′ are holomorphic bundles on Cτ ′ × Ω0. When restricted to the open

set τ ′ 6= 0, they are equipped with a flat meromorphic connection having a pole of

Poincaré rank one along z = 0. We have

z2∂z(1⊗m) = τ ′−1(1⊗ η2∂ηm) and τ ′2ðτ ′(1⊗m) = 1⊗ η2∂ηm.

For a fixed τo ∈ C∗, denote by µ∗τo the composition of µ∗ with the restriction to

τ ′ = τ−1
o . This defines µ∗τoH

′, µ∗τoH
′′.

In order to define the rescaling of the sesquilinear pairing, we need to be careful.

Indeed, the rescaling is not compatible with twistor conjugation, as we have µ∗τoH
′′
|C∗ =

µ∗
τ−1
o

H ′′
|C∗ . We therefore need an identification µ∗τoH

′′
|C∗ ' µ∗

τ−1
o

H ′′
|C∗ in order to get

a sesquilinear pairing µ∗τoC such that (µ∗τoH
′, µ∗τoH

′′, µ∗τoC ) is a twistor structure.

This identification is obtained through the parallel transport with respect to the

holomorphic connection on µ∗H ′′
|C∗×C∗ from τo × C∗ to τ−1

o × C∗ along the segment

between τo and τ−1
o .

One can rewrite this definition in a way independent of τo ∈ C∗. For that purpose,

let us denote by L ′,L ′′ the local systems on C∗η determined by (H ′,∇) and (H ′′,∇).

We get a pairing L ′S ⊗ σ−1L ′′S → CS by restricting CS to these local systems. We

remark that, on S, σ coincides with the involution ι : η 7→ −η, and we can extend (by

parallel transport) in a unique way CS as a pairing

C̃ : L ′ ⊗ ι−1L ′′ −→ CC∗η .

Taking the pull-back by µ commutes with ι (with respect to η and to z), and restricting

to C∗τ ′ × S gives a pairing

µ−1C̃ : µ−1L ′C∗
τ′×S

⊗ ι−1µ−1L ′′C∗
τ′×S

−→ CC∗
τ′×S.

Identifying now ι|S and σ|S in the z-variable gives the desired sesquilinear pairing

µ∗CS at the level of local systems, and thus at the level of holomorphic bundles.

Clearly, it is nondegenerate.

Definition B.1 (Rescaling). — Let T = (H ′,H ′′,CS) be an integrable twistor struc-

ture. The rescaling µ∗T is the triple (µ∗H ′, µ∗H ′′, µ∗CS) defined as above.

We have the following properties:

• By construction (and because µ∗CS is nondegenerate), µ∗T is an integrable

variation of twistor structure on C∗τ ′ .
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• Functoriality: This mainly reduces to showing that, given T = (H ′,H ′′,CS)

with H ′,H ′′ defined on some neighbourhood of {η 6 1}, the extension of H ′,H ′′

to Cη by using the gluing is functorial. This is done as follows. The pairing CS induces

an isomorphism H ′ ' H ′′∨ on some neighbourhood of {η = 1}, which allows one

to extend H ′ as a bundle on Cη. If ϕ : T1 → T2 is a morphism, the previous

isomorphism is compatible with ϕ′ : H ′
2 →H ′

1 and ϕ′′∨ : H ′′∨
2 →H ′′∨

1 by definition.

Therefore, it extends to Cη.

• Compatibility with adjunction: Restricted to local systems on {η = 1}, the

adjoint C ∗S of CS is σ−1C †S, where C †S is the adjoint with respect to the standard

conjugation. So, working on local systems,

C ∗S = σ−1C †S = ι−1C̃ †|η=1

and

µ∗C ∗S = (µ−1ι−1C̃ †)|z=1 = (ι−1µ−1C̃ †)|z=1

= σ−1(µ−1C̃ )†|z=1 = (µ∗CS)∗.

• Compatibility with Tate twist: For k ∈ 1
2Z,

T (k) := (H ′,H ′′, (iz)−2kCS),

so

µ∗(T (k)) = (µ∗H ′, µ∗H ′′, τ ′−2k(iz)−2kµ∗CS).

We therefore have an isomorphism

ϕ : (µ∗T )(k)
∼−→ µ∗(T (k)),

with ϕ = (ϕ′, ϕ′′) and ϕ′ = τ ′−2k Idµ∗H ′ , ϕ′′ = Idµ∗H ′′ .

Proposition B.2. — If (T ,S ) is the polarized twistor D-module of weight w associated

to a variation of Hodge structure of weight w as in Proposition 5.10, then, when

restricted to τ 6= 0,∞, the Fourier-Laplace transform T̂ is identified with the rescaling

of its fibre at τ = 1 as defined above.

Sketch of proof. — One first reduces to weight 0, by using the compatibility of rescal-

ing and Fourier-Laplace transform with Tate twist by w/2. One can also assume that

S = (Id, Id). Then the result follows from [19, §2b & 2c] (in particular, Lemma 2.4

in loc. cit.).

In the remaining part of this section, we explain why a good behaviour at τ ′ = 0

of the rescaled twistor structure imposes the “no ramification” condition of §1.b.

Instead of working on {τ ′ 6= 0}, we now work on the whole line Cτ ′ . Let us set

H = H ′ or H ′′ and M̃ = µ∗H [τ ′−1]. If we set X = Cτ ′ , then M̃ is an integrable

RX [τ ′−1]-module.

Proposition B.3. — If M̃ is strictly specializable with ramification and exponential

twist at τ ′ = 0 (in the sense of [16] and [20]), then (H ,∇∂η ) has no ramification.
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Proof. — It will be easier to work in an algebraic framework. One can find a free

C[η]-module H with an algebraic connection having a double pole at η = 0 and no

other pole, such that (H ,∇∂η ) = (OCη ⊗C[η] H,∇∂η ). Notice then that M̃ is the

analytization of M̃ ' C[τ ′, τ ′−1]⊗C H, where the action of z is defined as τ ′−1 ⊗ η.

Let us try to find a Bernstein relation (in the sense of [16] or, more generally with

parabolic structure, of [11]) for elements of M̃ at τ ′ = 0. Let m ∈ H. The differential

equation of minimal degree satisfied by m can be written as b(η∂η)m = ηP (η, η∂η)m,

where b ∈ C[s] r {0} and P is an operator in η∂η with coefficients in C[η]. Let us set

b(s) =
∏
β∈C(s− β)νβ . One deduces∏
β∈C

(τ ′ðτ ′ − βz)νβ (1⊗m) = zdeg b · (τ ′z) · P (τ ′z, z−1τ ′ðτ ′)(1⊗m).

For such a relation to be a Bernstein relation in the sense of [16, 11] two conditions

must be fulfilled.

(1) The right-hand side should have no pole in z; this is possible if and only if the

smallest positive slope of the Newton polygon of the equation b(η∂η) − ηP (η, η∂η)

is > 1; but we assumed that the order of the pole of the connection is at most

two, hence the biggest slope of the Newton polygon (Katz invariant) is 6 1. Both

conditions imply that the Newton polygon has only the slopes 0 and 1.

(2) For any β with νβ 6= 0, the function z 7→ βz should be written as z 7→ γz2 +

bz + γ for some γ ∈ C and b ∈ R (cf. [11]). This implies γ = 0 and β ∈ R.

We should apply these conditions to any exponentially twisted module M̃ ⊗E−ϕ/z.

Condition (1) applied to any M̃ ⊗ E−c/zτ
′

implies

(3) (H ,∇∂η ) satisfies the “no ramification” condition at η = 0.
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